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This white paper describes the capabilities of Xilinx® 7 series All Programmable FPGAs and SoCs to implement high-clock-rate signal processing functionality typically used by the datapath of digital radio applications.

A clock rate higher than 500 MHz can be supported on a mid-speed grade 7 series device with almost 100% of the logic slices, more than 90% of the DSP48 slices, and 70% of the block RAMs utilized. This requires the designer to follow some rather simple design rules that cover both algorithmic and implementation aspects. These rules are reviewed in the paper.

Although almost 100% of the slices can be used at 500 MHz for pure datapath designs, only 75% to 80% of the logic resources (LUTs) are effectively occupied, which essentially relates to routing and control set resource constraints. A higher LUT utilization ratio is achievable with the next-generation 20 nm UltraScale™ architecture, which provides significantly increased capabilities.
Introduction

Radio units are the most numerous components of a typical wireless network deployment. Consequently, they contribute greatly to the total cost and power consumption of the system. The contribution becomes even more significant with the introduction of small cells and cloud Radio Access Networks (RANs), together with the requirements for multi-mode and multi-Radio Access Technology (RAT) support over larger bandwidths (up to 100 MHz and more), and a greater number of antennas.

To respond to these ever demanding requirements from network operators, radio equipment vendors are continually innovating to improve the capabilities and efficiency of their systems. New technologies have emerged over the past several years for power amplifiers (e.g., digital Doherty, switched mode, and envelope tracking techniques) and antenna systems (e.g., active antennas, multi-band solutions, full-duplex networks), which are starting to be extensively deployed in the field.

These advanced techniques significantly increase the computational complexity of digital signal processing algorithms, especially for functions like crest factor reduction (CFR) or digital pre-distortion (DPD), but also require much higher levels of flexibility, programmability, and integration. The Xilinx All Programmable FPGA and SoC technology, which is based on a configurable fabric, is ideally suited to meet these challenges. It is also very attractive because it offers a number of high-speed transceivers and flexible I/Os, which can provide the physical interfaces necessary for any digital radio solution (interfaces to baseband, DAC/ADC, and analog components), while the FPGA logic can implement virtually any interfacing solution (CPRI, JESD204B, etc.), as well as potential complementary switching functionality.

Built upon the 28 nm High-Performance Low-Power process technology (HPL), the Xilinx Kintex®-7 FPGAs and Zynq®-7000 All Programmable SoCs (AP SoCs) [Ref 1][Ref 2][Ref 3] deliver the required level of signal processing performance to integrate complex digital radio applications. These devices also offer a significant power advantage over: previous technology nodes, competing solutions using the 28 nm HP process, and even the 28 nm LP process. Power is an important performance metric for such applications since it allows better thermal dissipation while also providing cost savings on power supply components.

Zynq-7000 AP SoCs[Ref 3] are ideal for the integration of digital radio systems. Based on the same programmable logic (PL) as the Kintex-7 FPGAs, the Zynq-7000 AP SoC also integrates a complete processor system (PS) built around a dual-core ARM® Cortex™-A9 CPU tightly coupled with the PL. This architecture enables the implementation of custom logic in the PL and custom software in the PS, facilitating the realization of unique, differentiated system functions. The levels of performance provided by this SoC implementation simply cannot be matched by any two-device solution due to limited I/O bandwidth, higher latency, and/or higher power budget.

The integration of PL with a complete PS is of particular interest to those designing radio applications. One ARM Cortex-A9 processor can support the OA&M and board-level control functionality, running an RTOS such as Linux; the second core, running bare metal, can execute DSP software, such as CFR/DPD coefficient estimation (potentially complemented with some hardware acceleration in the PL), while the PL implements the signal processing datapath.

To provide cost-effective solutions, it is necessary to fully exploit the capabilities of the FPGA fabric, and architect the required functionality for the highest possible clock rate. This indeed minimizes the application footprint, but also brings some benefit to system power consumption.
The purpose of this white paper is to demonstrate that such high-speed radio designs can readily be built on 7 series FPGA fabric, provided that some simple design rules are respected. Xilinx has built a design example representative of a typical radio datapath which demonstrates that a clock rate higher than 500 MHz can be supported with almost 100% of the slice resource utilized on a mid-speed grade (-2) device. This cannot be achieved with the slowest speed grade (-1), but in most applications, mid-speed grade devices are required in any case to support 10G transceiver speed. Xilinx’s recently announced 20 nm UltraScale family[Ref 4][Ref 5] can support such performance on its slowest speed grade.

Although almost 100% of the slices can be used at 500 MHz for a pure datapath design,(1) only 75% to 80% of the LUTs are effectively occupied (each slice contains four LUTs). This relates both to silicon and tools aspects, as described later in this white paper.

The white paper is organized in four main sections:

- The first section provides an overview of the digital radio architectures used in wireless networks, with some comments on how this is likely to evolve to meet future system requirements. The principal dimensioning parameters are reviewed, and a brief description of the signal processing functionalities implemented is also provided.
- The second section summarizes Xilinx solutions for digital radio applications.
- The third section describes guidelines for building efficient radio designs. Algorithmic and implementation aspects are covered, as well as tips and tricks to support high clock rates.
- The fourth section demonstrates the high-speed capabilities of the Kintex-7 FPGA fabric on a radio datapath design example.

Architecture and Functionality of Digital Radio Systems

A high-level block diagram of a typical radio system deployed in wireless networks is shown below in Figure 1. It is comprised of six principal functional blocks:

- The baseband interfacing is based on the CPRI (or OBSAI) protocol, although 10GE is likely to be considered in the future. Each 20 MHz input/output stream requires 983.04 Mb/s (assuming 16-bit I/Q data), and high-speed serial links are used with up to 10.14 Gb/s throughput per link (which might evolve to 19.6 Gb/s). This block includes the mapping between the serial data and antenna I/Q samples, potentially coupled with some switching functionality.
- The digital front end (DFE) integrates the transmitter and receiver digital datapaths, and essentially implements the signal processing functionality. This white paper focuses on this DFE block to demonstrate the high-speed capabilities of Xilinx 7 series FPGAs.
- The controller is used for OA&M and board-level control, and for some signal processing software functionality, such as DPD, coefficient estimation and update (possibly complemented with some hardware acceleration implemented within the DFE block). It also integrates the various control and memory interfaces (DDR, Ethernet, UART, GPIO, I2C, SPI, flash, etc.).

---

1. Such designs are not fully representative of real radio applications, which also integrate interfacing and control functionality, but the intent is to explore the limits of the fabric capabilities for signal processing functionality.
The DAC/ADCs interfacing can be based on LVDS or serial (JESD204B) technology depending on the selected devices. Apart from the transmit antenna paths, additional DAC interfaces can be required to support specific PA technologies, e.g., envelope tracking. Similarly, in addition to the receiver antenna paths, one or several complementary ADC interfaces are used to feed back the transmitter output(s) for calibration and/or DPD coefficient estimation purpose.

The analog front end includes the DAC/ADC devices and the analog processing: modulators, local oscillators, power amplifiers, low noise amplifiers, analog filters, duplexers, etc.

A DDR memory is commonly used to store the controller software code and/or measurement and calibration data.

Figure 1: High-Level Architecture of Typical Radio Applications

The Zynq-7000 architecture can implement all this functionality, with the exception of the analog front end and DDR memory. Three system parameters essentially dictate the implementation complexity, and define the appropriate target device(s):

- The number of TX/RX antenna paths
- The instantaneous bandwidth
- The number and type of input/output carrier streams (single or multi-RAT, GSM support or not)

Multi-mode systems, supporting both LTE and WCDMA, and potentially GSM (with frequency hopping) are more and more often deployed. The ability to dynamically or semi-statically change the number of active carriers and their type and bandwidth is also a common requirement, which allows switching between different network configurations without having to develop and maintain multiple versions of the application software.
As an example, there are $N_S$ I/Q data streams at the transmitter input, each one carrying up to $N_C$ carriers. For traditional remote radio units (RRUs), there is a one-to-one mapping between the input streams and the N antenna paths ($N = N_S$), while for beam-forming applications ($N \geq N_S$), each input stream is mapped to the N antenna paths through some matrix operation, to form the beams. The same applies at the receiver side, with a number of antenna paths that can be doubled to support diversity combining.

The instantaneous bandwidth ($B_I$), defined as the total bandwidth spanned by the carriers (not necessarily contiguous in frequency), determines the sampling rate of the different processing steps:

- Transmit carrier mixing is implemented at around 1.5 $B_I$ to limit the complexity of the composite signal interpolation.
- When applied to the composite signal, CFR works at 3 to 4 times $B_I$ to avoid peak regrowth with subsequent interpolation stages. Solutions can, however, be designed to operate directly after carrier mixing.
- DPD is implemented at 5 to 7 times $B_I$, which also dictates the DAC sampling rate and feedback ADC rate.
- The receive ADC rate is typically chosen in the range of 1.5 to 2.5 times $B_I$ to reduce analog filtering complexity.
- Finally, similarly to the transmitter side, the receive carrier extraction works at around 1.5 $B_I$.

A more detailed view of the functionality that can be integrated within Xilinx technology is shown in Figure 2.

**Figure 2:** Detailed Functionalities of Digital Radio Systems
When targeting the Zynq-7000 AP SoC, the embedded controller is implemented by the PS, which includes a rich set of dedicated communication peripherals such as UARTs, SPI, I2C, gigabit Ethernet, and memory controllers. One of the ARM® Cortex™-A9 cores is used for OA&M and board-level control, while the second is running the DSP software (e.g., DPD coefficient estimation). If a 7 series FPGA is being targeted, one or multiple instances of the MicroBlaze™ soft processor core can be built into the fabric to implement the controller functionality while the control interfaces must be implemented in fabric.

The principal signal processing functions commonly required on the transmit side include the following:

- Channel filtering is applied to the carriers of each input data stream.
- For beam-forming applications, a complex matrix multiplication is applied to the $N_S$ data streams (also referred to as beams) to generate the $N$ antenna streams. The computation of the matrix coefficients can be performed in software by the embedded controller (with potential support of fabric-based acceleration).
- The carriers of the $N$ antenna streams are up-converted to around 1.5 times the instantaneous bandwidth, and mixed together to generate the $N$ composite signals.
- The $N$ antenna paths usually need to be accurately aligned in time and phase. This operation basically consists of a resampling filter, which can be implemented with a Farrow structure.
- CFR is applied to each antenna stream. Various solutions can be considered, but the pulse cancellation technique (PC-CFR), with a pulse matched to the carrier configuration, is viewed to provide the best performance.
- DPD is applied to each antenna stream at a rate of 5 to 7 times the instantaneous bandwidth. This function mainly consists of a non-linear filter implementing a model of the inverse of the power amplifier time/frequency response, associated with a least square system solver estimating the model coefficients.
- Correction of the offset, gain, and phase imbalance impairments of analog quadrature modulation (QMC) and equalization can finally be applied to each transmit path, and potentially also to the DPD feedback path(s).
- The CFR, DPD, QMC, and equalization operations involve the estimation and update of a set of coefficients, which is usually performed in software and shared by multiple antenna paths. Some fabric hardware acceleration can be used for applications requiring a fast update rate (for DPD especially). The functionality, typically built into hardware, includes correlation computation and/or complex MAC engines.
- Power measurement and scaling engines are also applied at various transmit stages to the individual carriers and composite signals.
The signal processing functionality integrated on the receive side is much simpler and usually includes the following steps:

- QMC and equalization can be applied to each antenna path to correct the analog impairments within the instantaneous bandwidth, together with some possible cross-talk cancellation, removing any interference generated by the transmit path.
- Like the transmit side, the antenna paths are usually required to be time and phase aligned.
- The $N_C$ carriers of each antenna stream are extracted and further down-converted to the baseband rate.
- For adaptive antenna systems, the beam-forming matrix multiplication generates the $N_S$ beam streams from the $N$ antenna streams.
- Channel filtering is finally applied to the carriers embedded in each data stream.
- Similar to the transmitter, power measurement and gain control are performed at various stages of the receiver.

Calibration is another function that is quite critical for active antenna systems. This is usually implemented as a mix of hardware and software, and is easily enabled by the flexibility offered by FPGA technology.

The fundamental requirement driving future development of cellular systems is to provide increased capacity and throughput with improved coverage at lower system cost. This, of course, impacts the radio units that are required to support wider bandwidths, a higher number of multi-RAT carriers (with flexible configuration capabilities), and many more antennas. From an FPGA implementation perspective, a few points are worth mentioning. Although doubling the instantaneous bandwidth doubles the carrier mixing (and extraction) rate, adds an up-sampling (and down-sampling) stage for all carriers, and also doubles the rate of the composite signal processing, it increases the FPGA resource requirement by a factor of less than two (this factor gets closer and closer to two as the bandwidth increases). Indeed, resource sharing can be applied (e.g., control logic) and multipath data multiplexing for low data rates allows higher implementation efficiency. For similar reasons, the same applies when doubling the number of TX/RX paths, particularly because some functionality can be shared by the antenna paths (e.g., the hardware accelerators used for DPD coefficient estimation). Again, this is true for up to six to eight TX/RX paths (depending on the supported bandwidth), while for larger configurations, the resource requirement becomes much more closely proportional to the number of paths. The effect of increasing the number of carriers (with a constant instantaneous bandwidth) is more difficult to assess because it only affects the number of filtering paths of the digital up-converter (DUC) and digital down-converter (DDC) without impacting the composite signal processing (although a more complex DPD model might be required).
Overview of Xilinx Radio Solutions

Xilinx has long recognized the importance of radio units in wireless network design and has introduced silicon and IP products specifically dedicated to this application. The FPGA technology offers full flexibility, and allows Xilinx to provide optimized solutions for virtually any feature set, in terms of the number of TX/RX paths, instantaneous bandwidth, and number/type of carriers. Xilinx products have reached a point where equipment manufacturers can implement all the digital radio hardware and software into a single device. Of particular interest is the Zynq-7000 AP SoC[Ref 3], which can be complemented with some Kintex-7 FPGAs[Ref 2] for high-end applications requiring compute power levels not available in a single device. The Zynq-7000 family provides full hardware and software programmability along with a suite of peripherals hardened for low cost and power, such as memory controllers, gigabit Ethernet, UARTs, SPI, and I2C. The PS, with its dual-core ARM® Cortex™-A9 CPU is capable of up to 2,000 DMIPs per core. A double-precision floating point unit is associated with each core together with the NEON® media accelerator. The PS supports both symmetric multi-processing (SMP) and asymmetric multi-processing (AMP). One of the cores supports the board-level control functions running a real-time operating system such as Linux, while the other is used to implement some signal processing algorithms, which do not warrant a full hardware solution (e.g., DPD coefficient estimation). The PL is connected to the PS through multiple low-latency, high-speed wide buses and shared memory interfaces, which provide a bandwidth that would be impractical for a discrete solution with an external general-purpose or DSP processor.

With the Zynq-7000 and Kintex-7 families, Xilinx offers a comprehensive range of high-performance PL fabric, capable of supporting higher than 500 MHz performance, ideally suited to radio applications. The key attributes are:

- Up to 2,020 DSP48 slices[Ref 6], integrating a 48-bit MAC (18×25 multiplier), with pre-adder and rounding logic.
- Up to 955 true dual-port 36K block RAMs[Ref 7], supporting 1-bit to 72-bit width configurations.
- Up to 75K logic slices[Ref 8], each containing four dual output 6-bit LUTs (also configurable as distributed memory or shift register) and eight flip-flops.
- Up to 32 transceivers[Ref 9], supporting 12.5 Gb/s, and configurable to support the wide range of physical interfaces adopted within digital radio units.
- Up to 500 high-performance I/Os to implement lower-speed interfaces.

The recently announced 20 nm UltraScale architecture[Ref 4][Ref 5] brings even more capabilities, with some improvements of the DSP48 architecture, increased routing resources, significant power reduction, and 500 MHz performance achievable on the lowest-speed grade devices.

Xilinx has developed a portfolio of IP dedicated to the signal processing functionality of digital radio applications. The FIR and DDS compilers, the PC-CFR, and the DPD IP cores are of particular interest[Ref 10][Ref 11][Ref 12][Ref 13]. For low-level operators like complex MAC, IPs are also available, but it is usually more flexible to directly build the corresponding function either in VHDL or with other tools provided by Xilinx, like System Generator. It is beyond the scope of this document to provide a comprehensive description of these solutions, and the reader is referred to Xilinx product documentation for more details. However, the critical point is that each of these cores can support a clock rate higher than 500 MHz on mid-speed grade 7 series devices.
Xilinx has performed a comprehensive device mapping analysis for various system requirements, ranging from 2×2 20 MHz to 8×8 100 MHz (assuming two to four carriers per 20 MHz of bandwidth). Based on the usage of Xilinx IP, this analysis shows that the largest Zynq-7000 device can support up to four antenna paths with 80–100 MHz instantaneous bandwidth and fully flexible multi-RAT carrier configuration. For eight antenna paths, the bandwidth must be reduced to 20–40 MHz. For larger configurations, a dual-chip solution is required with a complementary Kintex-7 device.

High Clock Rate Design Rules and Benefits

Depending on the system configuration, the datapath of a digital radio application implemented on Xilinx technology represents about 60% to 80% of the total design logic resource, while control and interfacing use the remaining 20% to 40%. With respect to the other fabric resource, almost all the DSP48 slices and 50% to 60% of the block RAMs are commonly utilized by the datapath. Effectively, this functionality can benefit the most from a higher clock rate implementation because data multiplexing and operator folding is usually not applicable for control and interfacing designs. Logic and block RAM resource savings is, however, possible for I/Q data switching, when configured to operate at a higher clock rate, although significant savings are only achievable for complex applications, e.g., 16 ports or more.

The purpose of the remaining two sections of this white paper is to demonstrate that radio signal processing functionality can be implemented within a mid-speed grade 7 series FPGA with high utilization ratios (i.e., with 60% to 80% of the LUT resource utilized, about 100% of the DSP48 slices, and 50% to 70% of the block RAMs), with all resources being clocked at more than 500 MHz. Essentially, because of the routing and control set(1) resource limitations, it is generally not possible to use up to 100% of the LUTs at such a speed. Nevertheless, part of the remaining logic can be used for control and interfacing, running at low speed. These utilization ratios can be improved with the 20 nm UltraScale architecture, which provides increased routing and control set resource. The tool capabilities also impact these aspects, especially the backend tools (placer and router), which govern the effective LUT packing into slices. Xilinx’s Vivado® Design Suite is continuously seeking improvements on this front.

When aiming to minimize the resource utilization for radio datapath functionality, and consequently optimize cost and power dissipation, two complementary problems must be considered.

First, the overall architecture and individual functional blocks must be optimized from an algorithmic perspective to exploit the system specificities, while still meeting the required performance levels. For instance, efficient DUC/DDC architectures can be derived, based on multi-stage carrier mixing/extraction, whenever groups of carriers can be identified, which are constrained to be located within specific sub-bands of the instantaneous bandwidth.

After the appropriate system architecture has been defined, the hardware implementation must be specified for the highest possible clock rate. The purpose is to minimize the hardware footprint through data multiplexing (sharing a given functionality between multiple data streams), or alternatively through operator folding (exploiting the clock cycles available per data sample). In addition, low-level

---

1. The control set resource refers to the clock, clock enable, and reset signals, which are shared by all the storage elements within a slice, hence, the constraints when trying to use all the LUTs within a device.
operators need to be built to exploit as much as possible from the various fabric features (DSP48 functionalities, block RAM configurations, shift register, and distributed memory modes of the LUTs).

Before describing these aspects in more detail, a simple example is used to illustrate some general trends and highlight the benefits of designing for high clock speed. The example architecture is a single antenna path DUC, supporting any configuration of LTE and WCDMA carrier mix, with up to four active carriers occupying a total bandwidth of 20 MHz, and located anywhere within a 100 MHz instantaneous bandwidth. Support for 5, 10, 15, and 20 MHz LTE bandwidths is assumed; dynamic switching of the type, bandwidth, and frequency location of each carrier is enabled.

The DUC functionality has been architected for three different clock rates: 245.76, 368.64, and 491.52 MHz. The design is built with the Xilinx System Generator tool,(1) generating a mix of IP (FIR compiler), structural (e.g., instantiation of DSP48 primitives), and inference VHDL code. The same options have been selected for the synthesis and backend tools when implementing these designs. The resource utilization results are summarized in Table 1. The LUT-to-slice and FF-to-slice ratios are similar in all cases, indicating that the tool packing performances are equivalent for all three clock rates. Therefore, the results can be fairly compared.

Table 1: Implementation Results of a Simple DUC Design at Various Clock Rates

<table>
<thead>
<tr>
<th>Clock Rate</th>
<th>Slices</th>
<th>LUT</th>
<th>FF</th>
<th>DSP48 Slices</th>
<th>Block RAMs (18K)</th>
<th>Normalized Dynamic Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>245.76 MHz</td>
<td>2,440</td>
<td>6,130</td>
<td>8,830</td>
<td>108</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>368.64 MHz</td>
<td>1,950</td>
<td>4,620</td>
<td>7,470</td>
<td>79</td>
<td>2</td>
<td>1.11</td>
</tr>
<tr>
<td>491.52 MHz</td>
<td>1,550</td>
<td>3,450</td>
<td>5,210</td>
<td>57</td>
<td>1</td>
<td>1.11</td>
</tr>
</tbody>
</table>

The first point to notice is that the DSP48 slice count scales as expected, being approximately inversely proportional to the clock rate. The block RAM resource also decreases with the clock rate, but rather as a step function. This is common for radio signal processing designs, where block RAMs are essentially used to store large sets of coefficients for functionalities operating at a relatively high sampling rate — for example, sine/cosine values of a DDS, coefficients of a CFR peak cancellation pulse generator, sampling of a non-linear function in a DPD model, etc. The resource required for any functional block only changes when the clock rate crosses some thresholds, multiple of the signal sampling rate, hence, this stepping behavior. The same applies to the DSP48 slice resource, but with a much finer grain for the crossing points. This makes the variation look much more linear as a function of the clock rate.

The analysis is not as straightforward for the logic resource. When moving from 368.64 MHz to 491.52 MHz (1.33 clock ratio), the LUT and FF counts are divided by 1.34 and 1.44 respectively, while doubling the clock rate from 245.76 MHz to 491.52 MHz only reduces these numbers by a factor of 1.8 and 1.7. This non-linear behavior is essentially due to the logic controlling the pure signal processing functionality, which does not scale linearly. The signal sampling rate also has some impact. For instance, a filter working on a 25 MSPS signal needs slightly less than twice the logic resource when implemented at 250 MHz compared to 500 MHz, while

1. The System Generator tool is running on top of the Matlab/Simulink software, based on a specific blockset integrating both high-level IPs (FIR compiler, FFT, etc.) and low-level functionalities (adder, delay line, logic operator, register, memory, DSP48 primitive, etc.), which allows accessing all the FPGA features. It is especially adapted to develop and build signal processing designs, since it can benefit from the rich simulation capabilities of the Matlab software.
for 500 MSPS operation, a polyphase implementation at 250 MHz requires more than twice the logic resource than a direct implementation at 500 MHz.

A rule of thumb to derive a first-order estimate of the logic resource evolution is that increasing the clock rate by a factor of $x$ yields a decrease of the logic utilization by a factor of about 85% to 110% of $x$. This is applicable provided that the absolute clock change is larger than a few times the base signal rate (30.72 MHz for LTE applications).

Table 1 also provides an estimate of the normalized dynamic power for the three clock rates tested, derived in the same conditions (process, junction temperature, toggle rate, etc.), and excluding the I/O and device static power. The results are in line with the resource figures, and demonstrate that increasing the clock frequency does not generally affect dynamic power consumption, which is a linear function of the clock frequency and the resources used (including the routing resource). However, minimizing resource utilization through a higher clock rate can allow a smaller device to be targeted for the complete system, with significant reduction of static power.

When looking to build a resource-efficient radio application, the first step is to optimize the system-level architecture. This point is illustrated with the previous DUC design. Mixing of the active carriers is performed at 122.88 MSPS, and two different solutions can be built:

- **Solution 1**: Lower-bandwidth carriers (5, 10, 15 MHz) are first up-sampled to the highest carrier rate, 30.72 MSPS; all carriers are then up-sampled to 122.88 MSPS.
- **Solution 2**: All carriers are first up-sampled by 4, which brings the highest bandwidth carriers to 122.88 MSPS (a single 20 MHz carrier in this case), and the lower bandwidth carriers are further up-sampled to 122.88 MSPS.

The second approach is preferred because it is much more efficient from a resource perspective. In both cases, the up-sampling by 4 applied to all carriers needs to be able to process a 20 MHz carrier at 30.72 MSPS on input, hence, the same filter complexity is required (e.g., cascading of 23-tap and 15-tap half-band filters). However, the hardware must support four complex inputs at 30.72 MSPS in the first case, but only a single one in the latter approach — although with advanced multichannel capabilities to support the different carrier configurations. This subsystem is, therefore, almost four times less complex with the second architecture: the DSP48 requirements are truly divided by four, while the logic resource reduction is slightly less, due to the overhead for supporting the advanced multichannel mode. The other subsystem (up-sampling of the 5, 10, and 15 MHz carriers) is also significantly less complex: although the same filtering architecture is required in both cases, shorter filters can be used with the second approach since the input carriers have already been up-sampled.

The second example, a DUC supporting twelve 5 MHz LTE carriers within 100 MHz of instantaneous bandwidth, highlights the benefits of multi-stage carrier mixing. The assumption for this example is that three groups of four carriers can be isolated, each one spanning a 20 MHz sub-band. Two different architectures can be derived:

- A direct implementation, not taking profit of the sub-band splitting constraint, where the 12 carriers are independently up-sampled from 7.68 MSPS to 122.88 MSPS, and then mixed together to generate the output composite signal.
- A multi-stage implementation, where the 12 carriers are first up-sampled to 30.72 MSPS. At this stage, the four carriers in each sub-band are mixed together, and the three composite signals are further up-sampled to 122.88 MSPS and mixed together to generate the output signal.

The difference between the solutions lies in the up-sampling process from 30.72 to 122.88 MSPS. To get the same output spectral quality in each case, higher performance
interpolation filters are required for the multi-stage approach, since these are operating on 20 MHz signals, instead of 5 MHz for the direct implementation. A cascade of two 7-tap half-band filters is used for the latter case, while the multi-stage solution requires these filters to be extended to 27 and 11 taps respectively. Additionally, assuming a 491.52 MHz clock rate, the direct approach requires the implementation of 3 DDS (each one supporting the mixing of four carriers at 122.88 MSPS), while 2 DDS are sufficient for the alternative solution, one for each mixing stage. The resource utilization counts are summarized in Table 2, showing that the multi-stage approach provides a clear advantage, with half the DSP48 slices required, 33% reduction of the block RAM count, and about 45% of the logic saved. The actual resource savings depends on the number of carriers to be processed and the number of sub-bands that can be extracted, but in practice, the multi-stage architecture always brings some benefit.

Table 2: Resource Utilization of Direct and Multi-Stage Mixing Architectures

<table>
<thead>
<tr>
<th>Design</th>
<th>LUT</th>
<th>FF</th>
<th>DSP48 Slices</th>
<th>Block RAMs (18K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct Mixing</td>
<td>1,850</td>
<td>2,150</td>
<td>33</td>
<td>6</td>
</tr>
<tr>
<td>Two-stage Mixing</td>
<td>1,050</td>
<td>1,400</td>
<td>16</td>
<td>4</td>
</tr>
</tbody>
</table>

After the system architecture has been optimized, the hardware must be carefully built to support the highest possible clock frequency. This involves multiple related aspects, the most relevant being described below. Good quality HDL coding is essential to enable an optimal usage of the fabric features, since the backend tools (placer and router) are not able to modify the logic generated by the synthesis. Direct instantiation of hardware primitives, therefore, needs to be considered when inference does not work properly, since this adversely affects the quality of the final design, not only from a timing perspective, but also in terms of power consumption. It is, however, beyond the scope of this white paper to provide a complete overview of the Vivado tool design methodology, and the reader is referred to the Design Methodology Guide for the Vivado Design Suite [Ref 14] for more information.

Appropriate pipelining is indisputably the key enabler when designing for high speed. Fortunately, the basic operators of a radio datapath application can be pipelined while still meeting the latency requirements. The hardware design must, therefore, exploit the abundant flip-flop resources available within the FPGA fabric. Recommendations for the different hardware elements are summarized below (speed performance figures are for mid-speed grade Kintex-7 devices):

- The DSP48 architecture offers four levels of internal registers [Ref 6]: two on the inputs (the second one being also used by the pre-adder output), one for the multiplier (MREG), and the last one at the accumulator output (PREG). When the pre-adder is used, it is necessary to enable all four levels of pipelining to reach more than 500 MHz, while three of them are enough otherwise (MREG, PREG, and one of the input registers). When used, the pattern detector (which is very useful to round the DSP48 output) induces a speed penalty, but up to 549MHz can still be supported.

- Block RAMs [Ref 7] are the weak resource from a timing perspective. Two registers are integrated on output to mitigate this limitation, and both must be used when targeting higher than 500 MHz operation. Additionally, out of three write modes available, READ_FIRST cannot be used, because it is limited to 477 MHz; WRITE_FIRST or NO_CHANGE, which support up to 543 MHz, should be selected instead. NO_CHANGE is preferred whenever possible because it also minimizes power consumption. When building memories requiring more than
one block RAM, it is advisable to choose the configuration that minimizes data multiplexing to optimize speed capabilities and resource utilization. For instance, a 16K memory storing 16-bit data is better built with block RAMs configured as 16K×1-bit, rather than as 1K×16-bit. Unfortunately, this is not the most power-effective solution, so intermediate architectures might be preferred when power is critical.

- The slice logic can intrinsically support very high clock rates; rather, it is the number of logic levels as well as the data routing paths that limit speed. It is recommended to insert a register every one or two LUT levels when building high-speed designs.

When using a high clock frequency to implement a functionality operating on a signal with a relatively low sampling rate, two extreme alternatives might be envisaged:

- The first one exploits the multiple cycles available per input or output sample, to minimize the size of the operator (multicycle or folded architecture).
- The second approach consists of time-multiplexing as many signals as possible on the input of the function, which is built with a parallel architecture, assuming a single cycle per sample.

Whenever possible, the latter solution should be given preference, since the logic requirements can be significantly reduced. This is illustrated with the following example, considering the filtering of 16 data streams sampled at 30.72 MSPS, with a single-rate symmetric filter. The two extreme architectures are:

- **Multichannel**, implementing a 16-channel filter running at 491.52 MHz
- **Multicycle**, where 16 filters running at 491.52 MHz are built (with 16 clock cycles available per input sample)

The results are provided in Table 3 for filter lengths of 95 and 81 taps, and demonstrate the superiority of the multichannel approach.

<table>
<thead>
<tr>
<th>Filter Design</th>
<th>Filter Characteristics</th>
<th>Slices</th>
<th>LUT</th>
<th>FF</th>
<th>DSP48</th>
</tr>
</thead>
<tbody>
<tr>
<td>16-channel parallel filter</td>
<td>95-tap symmetric</td>
<td>590</td>
<td>1,660</td>
<td>2,355</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>81-tap symmetric</td>
<td>450</td>
<td>1,300</td>
<td>2,015</td>
<td>41</td>
</tr>
<tr>
<td>16x single channel multicycle filter</td>
<td>95-tap symmetric</td>
<td>650</td>
<td>1,760</td>
<td>3,610</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>81-tap symmetric</td>
<td>650</td>
<td>1,760</td>
<td>3,610</td>
<td>64</td>
</tr>
</tbody>
</table>

The advantage over the multicycle architecture is even more important when folding is not perfect — in other words, when the number of multiplications required per sample is not a multiple of the clock-to-sample-rate ratio. In effect, the 95-tap filter requires 48 multiplications per sample, which is a multiple of 16, while 41 multiplications are needed for the 81-tap filter.

LUT/SRL compression is another fabric feature that can be exploited to generate better-packed designs, optimizing resource utilization as well as dynamic power consumption. The principle is to use the two outputs of the LUT6 to pack two different functions into a single LUT, as shown in Figure 3.
Two LUT5s implementing a logic function or a memory can, therefore, be packed into a single LUT6 provided that they share the same inputs, or the same read/write address for a memory. When two 2-input LUTs are packed into a single LUT6, they do not necessarily need to share the same inputs. Similarly, two SRL16s can be packed into a single LUT6.

This is useful for digital radio designs, which commonly integrate many small memories sharing the same address (e.g., ROMs storing filter coefficients), and many short delay lines used for latency alignment of different signal paths. Data multiplexing functionalities, especially 2-to-1 multiplexers, are also widely used and can benefit from this LUT-packing capability.

LUT/SRL compression must, however, be used carefully when targeting high clock rates. First, the two flip-flops connected to the O6/O5 LUT outputs within the slice must absolutely be used to avoid any timing issues. For the same reasons, it is recommended that this capability is applied to related logic only, which further limits routing congestion.

When building a complex application, it is also important to define a good hierarchy, which logically partitions the design into appropriate functional blocks. This provides a convenient way to register the outputs of hierarchical boundaries and contain critical paths within specific modules. It is easier to analyze and repair timing paths that are localized within a single module. In effect, when targeting very high clock speeds, it can be worth using multiple register stages at some levels of the hierarchy, to optimize timing and give more freedom to the backend tools.

A good design hierarchy should gather related logic together, which makes area grouping and logic compression more efficient. Defining appropriate area group constraints (PBLOCKs) is actually essential for high-speed designs because it allows the minimization of routing delays, achieving better slice packing, therefore, reducing overall resource utilization and power consumption. It is usually more efficient to define a few “large” PBLOCKs, close to the top level of the hierarchy, rather than constraining a design with too many “small” PBLOCKs. It is also advisable to define each PBLOCK to lie within a single clock region to avoid clock skew issues, although this is not strictly necessary. Actually, having the different PBLOCKs slightly overlapping each other can be beneficial to give more freedom to the tools, in which case they are likely to extend outside of a single clock region.

From a development perspective, building an adequate hierarchy is very helpful to get repeatable results when a module is used more than once. Similarly, applying
implementation attributes at the module level can keep the code simpler and more scalable, as the attribute is propagated to all signals declared in that module.

Other aspects related to clocks and control sets must also be carefully addressed. These issues are pertinent to any FPGA design and are extensively described in the Xilinx technical documentation[Ref 14], but they are much more critical at high clock rates. A good methodology for clock management and distribution is essential, and it is particularly important to reduce the number of independent primary clocks as much as possible. The PLL and MMCM resource can be used to generate the additional clocks eventually required, though for the datapath of a radio application, a single clock is usually enough (and is recommended). Placing the clocking elements towards the top level of the design hierarchy is also desirable since it allows easier clock-sharing between multiple modules. This might result in the need for fewer clocking resources, improved timing performance, and lowered resource and power utilization. Finally, appropriate resynchronization techniques must be used between unrelated clock domains.

Similarly, an adequate reset strategy must be defined. It is generally not necessary to have a reset on any single register, and doing so is actually not recommended because it creates very high fanout nets that impact timing performance and increase routing complexity. Resets must, therefore, be used only where absolutely required. Global resets should be avoided. Synchronous resets must be preferred and are actually mandatory for DSP48s and block RAMs.

It is also desirable to limit the usage of clock-enable signals, although this is more difficult to achieve in practice. Indeed, they are typically required to assess the validity of data samples or operator outputs in multicycle implementations, and useful as well to implement efficient power reduction techniques. In any case, clock-enable signals must be appropriately registered to eliminate high-fanout nets.

This also applies to reset nets, in the event that some cannot be avoided.

500 MHz Design on a 7 Series Device

The purpose of this section is to demonstrate that radio signal processing functionality clocked at more than 500 MHz can be implemented within a mid-speed grade 7 series FPGA with high utilization ratios, reflecting the requirements of practical designs. More precisely, the intent is to reach around 75% of the LUT resource, 95% of the DSP48 slices, and 70% of the block RAMs. Part of the remaining logic can further be used for control and interfacing, running at “low” speed. Although not included in this analysis, it is deemed unrealistic to try using more than 85% to 90% of the LUTs with 75% running at 500 MHz, due to the routing and control set constraints.

A test design has been built that integrates signal-processing functionality, representative of radio applications. A high-level block diagram of the proposed subsystem is shown in Figure 4.
Part of the processing commonly applied at the transmitter side to the composite signal is integrated:

- A resampling function, used for the time alignment of the different antenna paths
- A non-linear filter, representing the datapath of a typical DPD solution
- A complex equalizer, usually applied to correct the linear impairments generated in the signal bandwidth by the analog front end.

A 16-bit datapath is considered, and the signal sampling rate is assumed to be in the range of 500 MHz (e.g., 491.52 MHz), corresponding to that which can be used for a 100 MHz instantaneous bandwidth system. The resampling function is a 4th-order Lagrange interpolator. It is built with a Farrow structure around five 5-tap filters, combined with a cascade of multipliers. The non-linear filter implements a LUT-based Volterra model:

\[ y(n) = \sum_{m=0}^{M-1} x(n-m) \sum_{r=0}^{R-1} F_{m,r}(|x(n-m-r)|) \]

where \( M = R = 4 \).

The non-linear functions \( F_{m,r}(\cdot) \) are based on block RAMs or distributed memories, and the signal modulus is computed with a CORDIC algorithm. Finally, a cascade of two 15-tap complex equalizers is integrated, each one being built with three real filters and coefficient reloading capabilities.

The design was developed with the System Generator tool, which produces a mix of IP (FIR compiler), structural, and inference VHDL code. The target device is a...
mid-speed grade Kintex-7 XC7K160T device, which comprises 25,350 slices (101,400 LUTs and 202,800 FFs), 600 DSP48 slices, and 650 block RAMs (18K).

The implementation of this functionality requires 140 DSP48 slices. Hence, up to four instances can be integrated within the XC7K160T device. However, the amount of logic used by a single instance is too low to reach the LUT utilization target with four instances; a device with 10 to 12 DSP48 slices per 1K LUT is needed, while this ratio is only 6 for the XC7K160T. The same holds for the block RAMs. Some logic functionality has, therefore, been added to achieve appropriate utilization ratios.

Since the non-linear filter is the only function using block RAMs, the choice was to add a number of instances of this block, with all the multipliers replaced with adders. To increase the logic content even further, the CORDIC block has been duplicated (applying it to delayed versions of the input instead of simply delaying the output).

The implementation results presented below have been obtained with Vivado Design Suite 2013.2, using a simple push-button flow with a timing constraint set to 1.9 ns (i.e., 526 MHz) for the clock.

A single instance of the design is now considered, including seven additional “logic versions” of the non-linear filter — three using block RAMs for the functions $F_{m,r}(\cdot)$, the four others using distributed memories to increase the logic and block RAM content to a level compatible with the device resource mix. A PBLOCK is specified containing the number of DSP48 slices just necessary to implement the functionality with minimal logic content. The PBLOCK contains 6,600 slices, 144 DSP48 slices, and 168 block RAMs 18K.

The device floorplan after implementation is shown in Figure 5, demonstrating the effectiveness of the area group constraint. Timing results indicate that a clock rate of up to 530 MHz can be supported. Specifying an area group constraint is not strictly necessary with a single instance of the design, and the same timing performance can be achieved without a PBLOCK. However, the main goal of this first analysis is to evaluate the packing capabilities. In effect, removing the PBLOCK constraint yields the same results for the LUT and FF utilization, but the number of occupied slices increases by 48% to 9,750.

![Figure 5: Implementation Results for a Single Instance of the Test Design](image_url)
The resource utilization results are summarized in Table 4, showing that high occupancy percentages are achieved. In effect, the PBLOCK slices are fully utilized, with 75% of the LUTs and 80% of the FFs effectively occupied. In addition, 97% of the DSP48 slices and 69% of the block RAMs available in the PBLOCK are used.

**Table 4: Resource Utilization Summary for a Single Instance of the Test Design**

<table>
<thead>
<tr>
<th>Resource</th>
<th>Slice</th>
<th>LUT</th>
<th>FF</th>
<th>DSP48</th>
<th>Block RAM (18K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>One-Instance Design</td>
<td>6,599</td>
<td>19,740</td>
<td>42,421</td>
<td>140</td>
<td>116</td>
</tr>
<tr>
<td>PBLOCK</td>
<td>6,600</td>
<td>26,400</td>
<td>52,800</td>
<td>144</td>
<td>168</td>
</tr>
<tr>
<td>% of PBLOCK Utilization</td>
<td>100%</td>
<td>75%</td>
<td>80%</td>
<td>97%</td>
<td>69%</td>
</tr>
</tbody>
</table>

To demonstrate the ability to implement 500 MHz functionality with a high device utilization ratio, four instances of the previous design are now considered. Two of these instances are exactly the same as used in the previous analysis, including seven “logic builds” of the non-linear filter (three using block RAMs, four using distributed memories), while for the two others, only six “logic builds” of this filter are integrated (three with block RAMs, three with distributed memories).

A PBLOCK has also been specified for each instance, with some slight overlap between each one.

The device floorplan after implementation is shown in Figure 6, together with the resource partition between the four subsystems.

**Figure 6: Implementation Results for Four Instances of the Test Design**

The overall resource utilization results are summarized in Table 5, showing that the occupancy targets are achieved: 99% of the device slices are utilized, with 73% of the LUTs and 79% of the FFs effectively used. In addition, 93% of the DSP48 slices and 71% of the block RAMs available in the device are occupied, with all resources being clocked at more than 500 MHz. The timing results actually indicate that a clock rate of
up to 515 MHz can be supported. The usage of area group constraints is mandatory in this case, and without PBLOCKs, the timing performance would drop down to around 400 MHz.

Table 5: Resource Utilization Summary for Four Instances of the Test Design

<table>
<thead>
<tr>
<th>Resource</th>
<th>Slice</th>
<th>LUT</th>
<th>FF</th>
<th>DSP48 Slices</th>
<th>Block RAM (18K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Four-Instances Design</td>
<td>25,149</td>
<td>73,682</td>
<td>161,207</td>
<td>560</td>
<td>464</td>
</tr>
<tr>
<td>XC7K160T Device</td>
<td>25,350</td>
<td>101,400</td>
<td>202,800</td>
<td>600</td>
<td>650</td>
</tr>
<tr>
<td>% of Device Utilization</td>
<td>99%</td>
<td>73%</td>
<td>79%</td>
<td>93%</td>
<td>71%</td>
</tr>
</tbody>
</table>

A small number of large PBLOCKs have been used for this analysis, one per subsystem, each containing within 6,350 to 7,200 slices. Defining more PBLOCKs with finer granularity can potentially help to reach higher LUT utilization ratios, but this has not been investigated in the context of this study.

Conclusion

This white paper has demonstrated the capabilities of 7 series All Programmable FPGAs and SoCs to support high clock rate designs, enabling more efficient implementations of digital radio applications. The analysis has focused on the datapath of such applications, integrating the signal processing functions that work directly on the antenna data streams. It is effectively this functionality that can benefit mostly from high clock rate implementation, by exploiting resource sharing resulting from data multiplexing and operator folding. This is usually not applicable for control and interfacing.

The signal datapath essentially consists of linear and non-linear filtering operators (such as the DUC, DDC, and DPD models), correlation engines (DPD update, power estimation, and cross-talk cancellation), complex MAC operators (carrier mixing/extraction, beam-forming, and PC-CFR), and waveforms generators (NCO/DDS and cancellation pulse generators). Depending on the system configuration, it represents about 60% to 80% of the total design logic resource when implemented on Xilinx technology, while control and interfacing use the remaining 20% to 40%. With respect to the other fabric resource, almost all the DSP48 slices and 50% to 60% of the block RAMs are commonly used by the datapath.

A design example, representative of such functionality, has been built using the Vivado Design Suite, and it has shown that a clock rate higher than 500 MHz can be supported on a mid-speed grade 7 series device with very high resource utilization ratios. In effect, almost 100% of the slice resource, more than 90% of the DSP48 slices and 70% of the block RAMs can be utilized, provided that simple design rules are followed. These rules, which encompass both algorithmic and implementation aspects, are described in this white paper.

Although almost 100% of the slices can be used at 500 MHz for pure datapath designs, only 75% to 80% of the LUTs are effectively occupied. This mainly relates to the routing and control set resource constraints. Tool performance also impacts these aspects, especially the backend tools (placer and router), which govern the effective LUT-packing into slices, and the Vivado Design Suite is continuously improving on this front.

The datapath design considered in this analysis is not fully representative of real radio applications, which also integrate interfacing and control functionality. The intent of this exercise, however, is merely to explore the limits of the fabric capabilities for signal processing functionality.
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