


PLB IPIF (v2.02a)
PLB IPIF Overview
The PLB IPIF is designed to provide a User with a quick to implement and highly adaptable interface between the IBM PLB 
Bus and a User IP core. Through the use of VHDL generics, the design provides various services and features that can be 
optioned in or out, depending on the User requirements. The back end interface standard, the Xilinx IPIC, is common 
between the PLB IPIF and the OPB IPIF (V2_xx_y). This allows OPB IP blocks using the OPB IPIF to be quickly adapted for 
the PLB. Figure 1 shows a block diagram of the PLB IPIF. The diagram also indicates the module’s ports as they relate to the 
IPIF services. The port references and groupings are detailed in Table 11 on page 26.

Currently, the PLB IPIF provides nine services for the User, of which, seven can be optioned in or out. The base element of 
the design is the Slave Attachment. This block provides the basic functionality for PLB Slave operation. It implements the 
protocol and timing translation between the PLB Bus and the IPIC. Optionally, the Slave Attachment can be enhanced with 
burst transfer support. This feature provides higher data transfer rates for PLB Cacheline accesses and enables the transfer 
protocol for PLB fixed sized Burst operations. Indeterminate bursting is not yet supported. 

The second block that is always present is Byte Steering function. As the name implies, this block is responsible for steering 
data bus information onto the correct byte lanes. This is block supports both read and write directions and is required when 
a target address space in the IPIF or the User IP has a data width smaller than the PLB Bus width (currently 64 bits).

Figure 1:  PLB IPIF Block Diagram
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PLB IPIF (v2.02a)
The User may option in a software Reset service. This service allows the system microprocessor to perform a local reset of 
the User IP by writing a data key value to the User assigned address space for the Reset Service. This Reset Service is in 
addition to the hardware reset provided by the PLB Reset input. When activated by the write, a reset pulse is generated that 
is sent to the User IP and the various internal IPIF elements (excluding the Slave Attachment which has to complete the 
write timing). When optioned in, the Reset Service can also provide an IPIF Module Information Register (MIR). The MIR is 
read only and provides information about the IPIF. The information in the register is detailed in the register description sec-
tion of this document.

An Interrupt Service is provided in the PLB IPIF. This module collects interrupts from the User IP and internal IPIF interrupt 
sources. It then coalesces them into a single interrupt output signal that is available for connection to a system interrupt con-
troller or the microprocessor. The block contains User accessible capture registers and enable/disable registers. This mod-
ule is described more thoroughly in the Xilinx LogiCORE™ DS-413 OPB IPIF Interrupt Product Specification.

The PLB IPIF provides read and write FIFO Services. They may be independently optioned in or out of the IPIF implemen-
tation. These FIFOs are synchronous to the PLB clock and have User parameterized depth, width, and packet support fea-
tures. The operation of the FiFO’s are described in the Xilinx LogiCORE™ DS415 On-Chip Peripheral Bus IP Interface 
Packet FIFO Product Specification.

Error information trapping can be optioned in via the SESR/SEAR Service. This service captures PLB request status and 
qualifiers as well as the target address when a read or write transaction generates an error in the IPIF or from the User IP. 
These registers are accessible from the PLB and are used for system integration and debug or error event logging by a User 
Application. The information in the register is detailed in the register description section of this document.

The PLB IPIF provides an optional Direct Memory Access (DMA) Service. This service automates the movement of large 
amounts of data between the USER IP or IPIF FIFOS and other PLB peripherals (such as System Memory or a Bridge 
device). The inclusion of the DMA Service automatically includes the Master Attachment Service. The DMA Service requires 
access to the PLB as a Master device. The DMA Service may be optionally enhanced with Scatter/Gather mechanization 
that allows the User to automate DMA operations via Buffer Descriptors stored in System Memory. The operation of the 
DMA/SG is detailed in the Xilinx LogiCORE™ DS-416 Direct Memory Access and Scatter Gather Product Specification.

The User may option in a PLB Master Attachment Service. This is needed when the User IP needs to access the PLB Bus 
as a Master device.

PLB IPIF Parameters
The PLB IPIF provides for User interface tailoring via VHDL Generic parameters. These parameters are detailed in Table 1. 
The parameters are separated into three groups. The PLB Interface group allows for customizing the PLB bus interface to 
the User’s PLB system.

The FPGA Family Type parameter is used to select the target FPGA family type. Currently, this design only supports Virtex-II 
type devices.
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PLB IPIF (v2.02a)
Table  1:  PLB IPIF Design Parameters 

Grouping / 
Number

Feature / 
Description Parameter Name Allowable Values

Default 
Value VHDL Type

IPIF Decoder 
Address 
Range 
Definition

G1 Array of Address 
Range Identifiers

C_ARD_ID_ARRAY See "PLB IPIF 
Parameter Detailed 
Descriptions" on 
page 7 for 
description.

User must 
set values.

INTEGER_A
RRAY_TYP
E (1)

G2 Array of Base 
Address / High 
Address Pairs for 
each Address 
Range

C_ARD_ADDR_RANG
E_ARRAY

See "PLB IPIF 
Parameter Detailed 
Descriptions" on 
page 7 for 
description.

User must 
set values.

SLV64_ARR
AY_TYPE(1)

G3 Array of data widths 
for each target 
address range

C_ARD_DWIDTH_AR
RAY

See "PLB IPIF 
Parameter Detailed 
Descriptions" on 
page 7 for 
description.

User must 
set values.

INTEGER_A
RRAY_TYP
E (1)

G4 Array of the desired 
number of chip 
enables for each 
address range

C_ARD_NUM_CE_AR
RAY

See "PLB IPIF 
Parameter Detailed 
Descriptions" on 
page 7 for 
description.

User must 
set values.

INTEGER_A
RRAY_TYP
E (1)

G5 Array of unique 
properties for each 
address range 
specified

C_ARD_DEPENDENT
_PROPS_ARRAY

See "PLB IPIF 
Parameter Detailed 
Descriptions" on 
page 7 for 
description.

User must 
set values.

DEPENDEN
T_PROPS_
ARRAY_TY
PE (1)

G6 Array of Determinate 
Timing parameters 
to be used during 
read accesses for 
each address range 
specified

C_ARD_DTIME_READ
_ARRAY

See "PLB IPIF 
Parameter Detailed 
Descriptions" on 
page 7 for 
description.

User must 
set values.

INTEGER_A
RRAY_TYP
E (1)

G7 Array of Determinate 
Timing parameters 
to be used during 
write accesses for 
each address range 
specified

C_ARD_DTIME_WRIT
E_ARRAY

See "PLB IPIF 
Parameter Detailed 
Descriptions" on 
page 7 for 
description.

User must 
set values.

INTEGER_A
RRAY_TYP
E (1)

IPIF Module 
Information 
Register 
Service

G8 User assigned 
Device Block ID

C_DEV_BLK_ID 0 to 255 90 integer

G9 Device Module 
Information Register 
Enable

C_DEV_MIR_ENABLE 0 = disabled

1 = enabled

0

(Disabled)

integer
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PLB IPIF (v2.02a)
IPIF Slave 
Attachment 
Features

G10 PLB Burst Support 
Enable

C_DEV_BURST_ENA
BLE

0 = Burst Support 
Disabled

1 = Burst Support 
Enabled

0

(Disabled)

integer

G11 PLB Maximum burst 
size (in bytes) to be 
used during DMA 
fixed burst 
operations

C_DEV_MAX_BURST
_SIZE

2 to 128 (2) 128 bytes

(16 
Dblwrds)

integer

G12 Size of the largest 
target burstable 
memory space (in 
bytes).

C_DEV_BURST_PAG
E_SIZE

2 to 2C_PLB_AWIDTH 1024

(bytes)

integer

G13 Dataphase time-out 
value for IPIF.

(PLB clocks)

C_DEV_DPHASE_TIM
EOUT

0 to 511

0 = no time-out 
implemented

64

(PLB clks)

integer

IPIF Interrupt 
Service

G14 Include IPIF 
Interrupt Source 
Controller

C_INCLUDE_DEV_IS
C

0 = Omit the IPIF ISC

1 = Include the IPIF 
ISC

0 integer

G15 Include the IPIF ISC 
Priority Encoder 
service

C_INCLUDE_DEV_PE
NCODER

0 = Omit the Priority 
Encoder Service

1 = Include the 
Priority encoder 
service

0 integer

G16 Specifies the 
Number and type of 
interrupts for the IP 
Interrupt Status 
Controller.

C_IP_INTR_MODE_A
RRAY

See "PLB IPIF 
Parameter Detailed 
Descriptions" on 
page 7 for 
description.

User must 
set.

INTEGER_A
RRAY_TYP
E (1)

IP Master 
Service

G17 Specifies inclusion / 
omission of a PLB 
Master Service for 
the IP

C_IP_MASTER_PRES
ENT

0 = Omit IP Master 
Service

1 = Include IP Master 
Service.

0 integer

Table  1:  PLB IPIF Design Parameters (Continued)

Grouping / 
Number

Feature / 
Description Parameter Name Allowable Values

Default 
Value VHDL Type
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PLB IPIF (v2.02a)
IPIF 
DMA/SG 
Service

G18 DMA channel type 
specification

Note: The number of 
array entries 
specifies number of 
DMA channels

(currently 2 
channels supported)

C_DMA_CHAN_TYPE
_ARRAY

0 = Simple DMA

1 = Simple Scatter 
Gather

2 = Tx Scatter Gather 
with Packet Mode 
Support

3 = Rx Scatter Gather 
with Packet Mode 
Support

(2,3) INTEGER_A
RRAY_TYP
E (1)

G19 Specifies the 
maximum width in 
bits for DMA transfer 
byte counters.

Note: The number of 
array entries must 
match the number of 
DMA channels

C_DMA_LENGTH_WI
DTH_ARRAY

8 to 32 (11,11) INTEGER_A
RRAY_TYP
E (1)

G20 Specifies the 
address assignment 
for the Length FIFOs 
used in Scatter 
Gather operation.

Note: The number of 
array entries must 
match the number of 
DMA channels

C_DMA_PKT_LEN_FI
FO_ADDR_ARRAY

(x"00000000_000000
00",x"00000000_FFF

FFFFF")

(x"0000000
0_0000000
0",x"000000
00_000000

00")

SLV64_ARR
AY_TYPE(1)

G21 Specifies the 
address assignment 
for the Status FIFOs 
used in Scatter 
Gather operation.

Note: The number of 
array entries must 
match the number of 
DMA channels

C_DMA_PKT_STAT_FI
FO_ADDR_ARRAY

(x"00000000_000000
00",x"00000000_FFF

FFFFF")

(x"0000000
0_0000000
0",x"000000
00_000000

00")

SLV64_ARR
AY_TYPE(1)

G22 Specifies for each 
DMA channel, the 
interrupt coalescing 
value.

Note: The number of 
array entries must 
match the number of 
DMA channels

C_DMA_INTR_COALE
SCE_ARRAY

0 = no interrupt 
coalescing for this 
channel

1 to ??? = Number of 
interrupts to accrue 
before issuing 
interrupt to system.

(0,0) INTEGER_A
RRAY_TYP
E (1)

Table  1:  PLB IPIF Design Parameters (Continued)

Grouping / 
Number

Feature / 
Description Parameter Name Allowable Values

Default 
Value VHDL Type
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PLB IPIF Parameter Detailed Descriptions

Address Range Definition Arrays

One of the primary functions of the PLB IPIF is to provide address decoding, Chip Enable/Chip Select control signal gener-
ation, and data byte steering. This is a complex task when the diversity of decoding possibilities and data bus widths that 
may be required by numerous and quite different client peripherals is considered. The solution to the problem has been to 
make the PLB IPIF address decoding function highly customizable by the peripheral designer via parameterization. 

The PLB IPIF employs VHDL Generics that are defined as unconstrained arrays as the method for customizing address 
space decoding. These parameters are called the Address Range Definition (ARD) arrays. There are currently seven of 
these arrays used for address space definition in the PLB IPIF. They can be recognized by the "C_ARD" prefix of the Generic 
name. The ARD Generics are:

• · C_ARD_ID_ARRAY

• · C_ARD_ADDR_RANGE_ARRAY

• · C_ARD_DWIDTH_ARRAY

• · C_ARD_NUM_CE_ARRAY

IPIF 
DMA/SG 
Services 
(Cont.)

G23 Enables DMA to use 
burst mode 
transactions

C_DMA_ALLOW_BUR
ST

0 = Bursting Disabled

1 = Bursting Enabled

1 integer

G24 Specifies the 
maximum allowed 
time period a packet 
may wait before 
transfer by the 
DMA/SG

C_DMA_PACKET_WAI
T_UNIT_NS

0 to 232-1 1000

(ns)

integer

PLB I/O 
Specification

G25 PLB Master ID Bus 
Width

C_PLB_MID_WIDTH log2(G26) 4 integer

G26 Number of PLB 
Masters

C_PLB_NUM_MASTE
RS

1 to 16 16 integer

G27 Width of the PLB 
Address Bus

C_PLB_AWIDTH 32 32 (1) integer

G28 Width of the PLB 
Data Bus

C_PLB_DWIDTH 64 64 (1) integer

G29 PLB Clock Period in 
picoseconds

C_PLB_CLK_PERIOD
_PS

up to 10000 
(100MHz)

10000 integer

IPIF Bus 
Specification

G30 IPIF Data Bus Width

(bits)

C_IPIF_DWIDTH Set equal to G28 64 integer

G31 IPIF Address Bus 
Width

(bits)

C_IPIF_AWIDTH Set equal to G27 32 integer

FPGA Family 
Type

G32 Xilinx FPGA Family C_FAMILY (2) virtex2, virtex2p, 
virtex4, spartan3

virtex2 string

Notes: 
1. This Parameter VHDL type is a custom type defined in the ipif_pkg.vhd.
2. This design currently supports only Virtex™II family devices and its derivatives.

Table  1:  PLB IPIF Design Parameters (Continued)

Grouping / 
Number

Feature / 
Description Parameter Name Allowable Values

Default 
Value VHDL Type
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PLB IPIF (v2.02a)
• · C_ARD_DEPENDENT_PROPS_ARRAY

• · C_ARD_DTIME_READ_ARRAY

• · C_ARD_DTIME_WRITE_ARRAY

One of the big advantages of using unconstrained arrays for address decode space description is that it allows the User to 
specify as few or as many unique and non-contiguous PLB Bus address spaces as the peripheral design needs. The IPIF 
decoding logic will be optimized to recognize and respond to only the those defined address spaces during active PLB Bus 
transaction requests. Since the number of entries in the arrays can grow or shrink based on each User Application, the IPIF 
is designed to analyze the User's entries in the arrays and then automatically add or remove services, resources, and inter-
connections based on the arrays' contents. Unfortunately, top level VHDL ports cannot come and go as services are added 
or removed. The ports on unused service can only be minimally sized and deactivated. This requires the User wrapper to 
ignore unused service outputs from the IPIF IPIC and tie low unused service inputs to the IPIC.

The ordering of a set of address space entries within the ARD arrays is not important. Each address space is processed 
independently from any of the other address space entries. However, once an ordering is established in any one of the 
arrays, that ordering of the entries must be maintained across all of the ARD arrays. That is, the first entry in 
C_ARD_ID_ARRAY will be associated with the first address pair in C_ARD_ADDR_RANGE_ARRAY which is associated 
with the first data width entry in the C_ARD_DWIDTH_ARRAY and so on. 

C_ARD_ID_ARRAY

The C_ARD_ID_ARRAY is used to assign an integer identifier to an Address space definition. Predefined identifiers are 
declared as VHDL constants in the ipif_pkg.vhd file located in the ipif_common library. Table 2 lists the currently predefined 
identifiers. The identifiers are separated into two categories; IPIF Mandatory and User Optional.

The first category is the IPIF Mandatory service identifiers. These are used by the IPIF elaboration processing to include or 
remove services provided internally by the IPIF design. The IPIF will include a service only if it's corresponding identifier is 
present in the C_ARD_ID_ARRAY. If the identifier is not found in the array, the service and the associated resources are not 
implemented. The User's use of these identifiers is mandatory when specifying address spaces for IPIF services. It should 
be noted that Xilinx has reserved a block of integer values for future IPIF service identifiers.

The second category of identifier is the User Optional. These 17 identifiers have been predefined for User convenience. 
They can be used to identify the address spaces in the User's peripheral. Optionally, Users may define their own identifiers 
that have more descriptive names for the address space they are defining. For example, the following definitions could be 
made in a User VHDL package or in the HDL design file hosting the IPIF component instantiation.

• Constant Control_Regs : integer := 120;

• Constant Status_Regs : integer := 121;

• Constant Data_Buffer : integer := 122;

Once declared, these identifiers can then be entered into the C_ARD_ID_ARRAY to provide a more descriptive identifier for 
User address spaces. When defining their own identifiers, Users must ensure that the assigned integer value does not con-
flict with any of the Xilinx predefined or reserved identifier values. In addition, any User defined identifier values must also be 
unique with respect to one another. 
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Table  2:  Xilinx Predefined Address Space Identifiers 

Category Identifier Name
Identifier 

VHDL Type
Identifier 

Value Identifier Description

IPIF 
Mandatory

IPIF_INTR Integer 1 The presence of this identifier in the 
C_ARD_ID_ARRAY specifies the inclusion of the 
IPIF Interrupt Service in the IPIF.

IPIF_RST Integer 2 The presence of this identifier in the 
C_ARD_ID_ARRAY specifies the inclusion of the 
IPIF S/W Reset /MIR Service in the IPIF.

IPIF_SESR_SEAR Integer 3 The presence of this identifier in the 
C_ARD_ID_ARRAY specifies the inclusion of the 
SESR/SEAR Service in the IPIF.

IPIF_DMA_SG Integer 4 The presence of this identifier in the 
C_ARD_ID_ARRAY specifies the inclusion of the 
DMA Service in the IPIF. The inclusion of DMA will 
also cause the IPIF to automatically include a PLB 
Master Interface Service. 

IPIF_WRFIFO_REG Integer 5 The presence of this identifier in the 
C_ARD_ID_ARRAY specifies the inclusion of the 
IPIF WrFIFO register Service. 

IPIF_WRFIFO_DATA Integer 6 The presence of this identifier in the 
C_ARD_ID_ARRAY specifies the inclusion of the 
IPIF WrFIFO Service.

IPIF_RDFIFO_REG Integer 7 The presence of this identifier in the 
C_ARD_ID_ARRAY specifies the inclusion of the 
IPIF RdFIFO register Service.

IPIF_RDFIFO_DATA Integer 8 The presence of this identifier in the 
C_ARD_ID_ARRAY specifies the inclusion of the 
IPIF RdFIFO Service.

Reserved IPIF Integer 9 - 99 These identifier values are reserved for IPIF 
services that may be added in the future.
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An example C_ARD_ID_ARRAY is shown in Figure 2. This example will be carried through each of the ARD Array descrip-
tions.

Figure 2:  Example Address Space Identifier Entries.

C_ARD_ID_ARRAY  : INTEGER_ARRAY_TYPE :=
               -- Memory space identifiers
                (
                 IPIF_IRPT -- IPIF Interrupt service
                USER_00, -- User Control Register Bank (4 registers x 16 bits wide)
                USER_01,    -- User Status Register Bank (16 registers x 8 bits wide)
                Data_Buffer,   -- User Data Buffer (BRAM 512 x 64 bits wide)
                 IPIF_RST      -- IPIF Reset/MIR service
                );

In this example, there are two predefined IPIF
service  identifiers, two predefined user
identifiers,  and one user defined identifier
entered into the C_ARD_ID_ARRAY VHDL
Generic. This corresponds to five separate
and unique address spaces being defined by
the user to be recognized by the IPIF address
decoder.

User 
Optional

USER_00 Integer 100 User Address Space 0

USER_01 Integer 101 User Address Space 1

USER_02 Integer 102 User Address Space 2

USER_03 Integer 103 User Address Space 3

USER_04 Integer 104 User Address Space 4

USER_05 Integer 105 User Address Space 5

USER_06 Integer 106 User Address Space 6

USER_07 Integer 107 User Address Space 7

USER_08 Integer 108 User Address Space 8

USER_09 Integer 109 User Address Space 9

USER_10 Integer 110 User Address Space 10

USER_11 Integer 111 User Address Space 11

USER_12 Integer 112 User Address Space 12

USER_13 Integer 113 User Address Space 13

USER_14 Integer 114 User Address Space 14

USER_15 Integer 115 User Address Space 15

USER_16 Integer 116 User Address Space 16

Table  2:  Xilinx Predefined Address Space Identifiers (Continued)

Category Identifier Name
Identifier 

VHDL Type
Identifier 

Value Identifier Description
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C_ARD_ADDR_RANGE_ARRAY

The actual address range for an address space definition is entered in this array. Each address space is by definition a con-
tiguous block of addresses as viewed from the host microprocessor's total addressable space. It's specification requires a 
pair of entries in this array. The first entry of the pair is the Base Address (starting address) of the block, the second entry is 
the High Address (ending address) of the block. These addresses are byte relative addresses. The array elements are 
defined as std_logic_vector(0 to 63) in the ipif_pkg.vhd file in IPIF Common library. Currently, the biggest address bus used 
on the PLB and OPB buses is 32 bits. However, 64 bit values have been allocated for future growth in address bus width.

Figure 3:  Address Range Specification Example.

C_ARD_ADDR_RANGE_ARRAY  : SLV64_ARRAY_TYPE :=
               -- Base address and high address pairs.
                (
                 X"0000_0000_1000_0000", -- IPIF Interrupt base address
                 X"0000_0000_1000_003F", -- IPIF Interrupt high address
                 X"0000_0000_7000_0000", -- user control reg bank base address
                 X"0000_0000_7000_0007", -- user control reg bank high address
                 X"0000_0000_7000_0100", -- user status reg bank base address
                 X"0000_0000_7000_010F",  -- user status reg bank high address
                 X"0000_0000_8000_7800", -- user data buffer base address
                 X"0000_0000_8000_7FFF",  -- user data buffer high address
                 X"0000_0000_1000_0040", -- IPIF Reset base address
                 X"0000_0000_1000_0043"  -- IPIF Reset high address
                );

In this example, there are five address pairs
entered into the
C_ARD_ADDR_RANGE_ARRAY VHDL
Generic. This corresponds to the five
address spaces being defined by the user.
Each pair is comprised of a starting address
and an ending address. Values are right
justified and are byte address relative.

The User must follow several rules when assigning values to the address pairs. These rules assure that the address range 
will be correctly decoded in the IPIF. First, the User must decide the required address range to be defined. The block size (in 
bytes) must be a power of 2 (i.e. 2, 4, 8,16,32,64,128,256 and so on). Secondly, the Base Address must start on an address 
boundary that is a multiple of the chosen block size. For example, an address space is needed that will include 2048 bytes 
(0x800 hex) of the system memory space. Valid Base Address entries are 0x00000000, 0x00000800, 0xFFFFF000, 
0x90001000, etc. A value of 0x00000120 is not valid because it is not a multiple of 0x800 (2048). Thirdly, the High Address 
entry is equal to the assigned Base Address plus the block size minus 1. Continuing the example of a 2048 byte block size, 
a Base Address of 0x00000000 yields a High Address of 0x000007FF; a Base Address of 0x00000800 would require a cor-
responding High Address value of 0x00000FFF.

The IPIF predefined services also have predefined address space block sizes. Please refer to Table 4 for the values. These 
sizes must be used to formulate the Base_Address and High_Address entries in the C_ARD_ADDR_RANGE ARRAY if the 
services are utilized. Note that there is not a restriction on where the address space is assigned in memory space.

Table  3:  Minimum Required Address Block for IPIF Predefined Services 

Predefined Identifier Minimum Address Block Size Required (bytes)

IPIF_INTR 64 (40H)

IPIF_RST 4 (04H)

IPIF_SESR_SEAR 16 (10H)

IPIF_DMA_SG 64 (40H) per DMA Channel Specified

IPIF_WRFIFO_REG 8 (08H)
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C_ARD_DWIDTH_ARRAY

The IPIF allows a User to connect a peripheral that has bus accessible resources with data widths smaller than that of the 
host bus data width. The IPIF is able to mechanize this via information contained in the C_ARD_DWIDTH_ARRAY. The User 
enters the integer value of the data width (in bits) of each memory space defined. The allowed values are 8, 16, 32, 64 for 
a 64 bit PLB bus. Note that if multiple data widths are present in a peripheral, the User must define a unique address space 
for each unique data width. When an address space decode is active in the IPIF decoder logic, the data width value for the 
target resource, the active Byte Enables, and the byte address are used to "steer" the data to/from the 64 bit PLB Bus byte 
lanes from/to the target's data port byte lanes. When connecting a peripheral to the IPIF that has data widths less than the 
Bus data width, the User must connect to the IPIF read/write data ports starting with the most significant byte lane (lane 0) 
to the least significant byte lane (lane 7). Figure 5 shows an example of connecting a multi-data width peripheral to the IPIF 
data buses. An example of how this array is populated is shown in Figure 4.

The IPIF predefined services must also have predefined data widths. These data widths must be entered in the 
C_ARD_DWIDTH ARRAY if the services are utilized. The data width values are shown in Table 4.

Table  4:  Required Data Width Entry for IPIF Predefined Services 

Predefined Identifier Required C_ARD_DWIDTH_ARRAY Entry

IPIF_INTR User Specified up to PLB data width

IPIF_RST 32

IPIF_SESR_SEAR 64

IPIF_DMA_SG 32

IPIF_WRFIFO_REG 32

IPIF_WRFIFO_DATA User Specified up to PLB data width

IPIF_RDFIFO_REG 32

IPIF_RDFIFO_DATA User Specified up to PLB data width

Reserved IPIF Not Yet Defined

IPIF_WRFIFO_DATA This should be set to the smallest power of 2 space that will encompass the largest 
contiguous burst size (in bytes) used to write to the FIFO by the PLB.

IPIF_RDFIFO_REG 8 (08H)

IPIF_RDFIFO_DATA This should be set to the smallest power of 2 space that will encompass the largest 
contiguous burst size (in bytes) used to read from the FIFO by the PLB.

Reserved IPIF Not Yet Defined

Table  3:  Minimum Required Address Block for IPIF Predefined Services (Continued)

Predefined Identifier Minimum Address Block Size Required (bytes)
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Figure 4:  Data Width Array Example.

C_ARD_DWIDTH_ARRAY  : INTEGER_ARRAY_TYPE :=
               -- Memory space data width definition (in bits)
                (
                 32 -- IPIF Interrupt service (32 interrupts needed from User IP)
                16, -- User Control Register Bank (4 registers x 16 bits wide)
                8,     -- User Status Register Bank (16 registers x 8 bits wide)
                64,   -- User Data Buffer (BRAM 512 x 64 bits wide)
                 32    -- IPIF Reset/MIR service (always 32 bits)
                );

In this example, the User defines the data
widths of the various address spaces being
defined. The IPIF Address Decoder furnishes
this information to the Byte Steering module
for appropriate data routing and mirroring
that is dynamically tailored for each address
space as it is accessed by the PLB.
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Figure 5:  Example Byte Lane Connections of User Functions

PLB IPIF

Byte Lane 7 (bits 56 to 63)

Byte Lane 6 (bits 48 to 55)

Byte Lane 5 (bits 40 to 47)

Byte Lane 4 (bits 32 to 39)

Byte Lane 3 (bits 24 to 31)

Byte Lane 2 (bits 16 to 23)

Byte Lane 1 (bits 8 to 15)

Byte Lane 0 (bits 0 to 7)

User
Control

Registers
(16 bits wide)

User
Status

Registers
(8 bits wide)

User
Data Buffer

(64 bits wide)

Byte Lane 7 (bits 56 to 63)

Byte Lane 6 (bits 48 to 55)

Byte Lane 5 (bits 40 to 47)

Byte Lane 4 (bits 32 to 39)

Byte Lane 3 (bits 24 to 31)

Byte Lane 2 (bits 16 to 23)

Byte Lane 1 (bits 8 to 15)

Byte Lane 0 (bits 0 to 7)

Bus2IP_Data(0:63)
(Write data)

IP2Bus_Data(0:63)
(Read data)

C_ARD_NUM_CE_ARRAY

The IPIF decoding logic provides the User the ability to generate multiple chip enables within a single address space. This 
is primarily used to support a bank of registers that need an individual chip enable for each register. The User enters the 
desired number of chip enables for an address space in the C_ARD_NUM_CE_ARRAY. The values entered are positive 
integers that are powers of 2 (1, 2, 4, 8, 16, 32, and so on). Each address space must have at least 1 chip enable specified. 
The address space range will be subdivided and sequentially assigned a chip enable based on the data width entered into 
the C_ARD_DWIDTH_ARRAY. This supports register widths from 8 bits up to the width of the PLB Bus (currently 64 bits). 
The User Application activates the chip enable by using an address within the defined address space that is aligned in accor-
dance with the corresponding DWIDTH entry in the C_ARD_DWIDTH_ARRAY.

The User must ensure that the address space for a group of chip enables is greater than or equal to the specified width of 
the memory space in bytes (C_ARD_DWIDTH_ARRAY entry / 8) times the number of desired chip enables. IPIF service 
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address spaces have a predefined number of chip enables that must be used when included in the address space list. These 
are shown in Table 5.

Table  5:  Required Chip Enable Entry for IPIF Predefined Services

Predefined Identifier Required C_ARD_NUM_CE_ARRAY Entry

IPIF_INTR 16

IPIF_RST 1

IPIF_SESR_SEAR 2

IPIF_DMA_SG 1

IPIF_WRFIFO_REG 2

IPIF_WRFIFO_DATA 1

IPIF_RDFIFO_REG 2

IPIF_RDFIFO_DATA 1

Reserved IPIF Not Yet Defined

Figure 6:  Chip Enable Specification Example

C_ARD_NUM_CE_ARRAY  : INTEGER_ARRAY_TYPE :=
               -- Memory space Chip Enable definition (in bits)
                (
                 16,  -- IPIF Interrupt service (always 16 CEs)
                 4, -- User Control Register Bank (4 registers = 4 CEs)
                16,     -- User Status Register Bank (16 registers 16 CEs)
                1,   -- User Data Buffer (BRAM 512 x 64 bits wide)
                 1    -- IPIF Reset/MIR service (always 1 CE)
                );

In this example, the User defines the number
of CE signals needed per address space.
Note that the IPIF Services have mandatory
CE requirements.

C_ARD_DEPENDENT_PROPS_ARRAY

The C_ARD_DEPENDENT_PROPS_ARRAY is used for special purpose parameterization (dependent proper-
ties) of selected IPIF services. The use of this array is in development and currently only provides for the User 
parameterization of the IPIF Packet FIFOs. Each address space defined is required to have 32 integer values 
entered. For anything but the Packet FIFO Data positions (if included as a service), these entries should be set 
to zeroes. For the each of the Packet FIFO Data spaces, there are 8 parameters that need to be entered by the 
User. Within the set of 8 entries, Xilinx has defined 5 index constants that provide a descriptive name for the FIFO 
parameter being set. 
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Table  6:  Write Packet FIFO Dependent Properties Parameters 

Index 
Position 

within FIFO 
Parameter 

Array
FIFO 

Parameter Predefined Index Alias Description

0 FIFO 
Capacity 
(bits)

FIFO_CAPACITY_BITS This parameter specifies the capacity of the FIFO (in 
bits). This is defined as the number of storage locations 
desired multiplied by the width of the storage location 
(in bits). (1)

1 Write Port 
Width (bits)

WR_WIDTH_BITS This parameter specifies the bit width of the Write port 
for the FIFO. For a read FIFO, this is the port accessible 
by the User IP via the IPIC. For a Write FIFO, this the 
port accessible by the PLB Bus.The port providing 
access to the PLB Bus cannot exceed the width of the 
PLB Bus. (2)

2 Read Port 
Width (bits)

RD_WIDTH_BITS This parameter specifies the bit width of the Read port 
for the FIFO. For a write FIFO, this is the port 
accessible by the User IP via the IPIC. For a Read 
FIFO, this the port accessible by the PLB Bus. The port 
providing access to the PLB Bus cannot exceed the 
width of the PLB Bus. (2)

3 Packet Mode 
Exclusion/ 
Inclusion

EXCLUDE_PACKET_MODE If it is not needed, this parameter allows the User to 
save FPGA resources by specifying the exclusion the 
Packet Mode feature in the FIFO.

0 = Retain the Packet Mode feature.

1 = Exclude the Packet Mode Feature.

4 Vacancy 
Calculation 
Exclusion/ 
Inclusion

EXCLUDE_VACANCY If it is not needed, this parameter allows the User to 
save FPGA resources by specifying the exclusion the 
Vacancy calculation feature in the FIFO.

0 = Retain the Vacancy feature.

1 = Exclude the Vacancy Feature.

5 DRE 
Inclusion

5 This parameter allows the inclusion or omission of the 
Data Realignment Engine (DRE) (3).

0 = Omit the DRE.

1 = Include the DRE.

6 Auto-Push 
Enable

6 This parameter enables/disables the Auto-push input 
port of the WrFIFO. If this port is enabled and the input 
is asserted, the FIFO will push any data held in the 
FIFO’s input Byte Addressable Register onto the FIFO. 
This is generally required when DMA Scatter Gather is 
loading data into the FIFO that is not an even multiple 
of the FIFO’s data width and the DRE function is 
enabled

0 = Disabled.

1 = Enabled.
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7 TxLength 
WrCE for 
Auto-Push 
selection.

7 This parameter allows the User to select the 
Bus2IP_WrCE assigned to the TxLength FIFO 
(required for Scatter Gather DMA operations) to use for 
the WrFIFO AutoPush input.

8--31 Reserved N/A Reserved

Notes: 
1. The maximum FIFO capacity is dependent upon the target FPGA family specified in the C_FAMILY parameter. Virtex™ and 

Virtex™E Packet FIFO implementations have a maximum capacity is 4096 x 64 or 262,144 bits per FIFO. Virtex™II and Virtex™II 
Pro device implementations have a maximum Packet FIFO capacity of 16384 x 64 or 1,048,576 bits.

2. The current implementation of the RdFIFO and the WrFIFO require the read port and the write port to be the same width.
3. The DRE function provides automatic byte realignment and concatenation for input data streams that originate from data buffers 

that are not 64-bit address aligned.

Table  7:  Read Packet FIFO Dependent Properties Parameters 

Index 
Position 

within FIFO 
Parameter 

Array
FIFO 

Parameter Predefined Index Alias Description

0 FIFO 
Capacity 
(bits)

FIFO_CAPACITY_BITS This parameter specifies the capacity of the FIFO (in 
bits). This is defined as the number of storage locations 
desired multiplied by the width of the storage location 
(in bits). (1)

1 Write Port 
Width (bits)

WR_WIDTH_BITS This parameter specifies the bit width of the Write port 
for the FIFO. For a read FIFO, this is the port accessible 
by the User IP via the IPIC. For a Write FIFO, this the 
port accessible by the PLB Bus.The port providing 
access to the PLB Bus cannot exceed the width of the 
PLB Bus. (2)

2 Read Port 
Width (bits)

RD_WIDTH_BITS This parameter specifies the bit width of the Read port 
for the FIFO. For a write FIFO, this is the port 
accessible by the User IP via the IPIC. For a Read 
FIFO, this the port accessible by the PLB Bus. The port 
providing access to the PLB Bus cannot exceed the 
width of the PLB Bus. (2)

3 Packet Mode 
Exclusion/ 
Inclusion

EXCLUDE_PACKET_MODE If it is not needed, this parameter allows the User to 
save FPGA resources by specifying the exclusion the 
Packet Mode feature in the FIFO.

0 = Retain the Packet Mode feature.

1 = Exclude the Packet Mode Feature.

Table  6:  Write Packet FIFO Dependent Properties Parameters (Continued)

Index 
Position 

within FIFO 
Parameter 

Array
FIFO 

Parameter Predefined Index Alias Description
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C_ARD_DTIME_READ_ARRAY

This array is used to optimize data beat timing response for burst reads from addressed sources such as DDR and SDRAM 
memory. Using this Array’s data, the Determinate timing function in the IPIF can anticipate the timing response of the IP and 
optimize the read transaction timing with the PLB. As with other ARD parameters, each defined address space can have a 
different set of Determinate timing parameters. 

Each address space requires three integer entries for the determinate timing definition. These are mode, latency, and wait 
states. These are detailed in Table 8. A more detailed discussion of the Determinate Timer function is discussed in the sec-
tion titled "Using Determinate Timing to Achieve Optimum Data Beat Timing for Read Transfers" on page 96.

4 Vacancy 
Calculation 
Exclusion/ 
Inclusion

EXCLUDE_VACANCY If it is not needed, this parameter allows the User to 
save FPGA resources by specifying the exclusion the 
Vacancy calculation feature in the FIFO.

0 = Retain the Vacancy feature.

1 = Exclude the Vacancy Feature.

5 Reserved 5 The DRE function is not available in the RdFIFO.

Always set to 0.

6 Auto-Pop 
Enable

6 This parameter enables/disables the Auto-Pop input 
port of the RdFIFO. If this port is enabled and the input 
is asserted, the FIFO will Pop the data held in the 
FIFO’s output. This is generally required when DMA 
Scatter Gather is unloading data from the FIFO that is 
not an even multiple of the FIFO’s data width.

0 = Disabled.

1 = Enabled.

7 RxStatus 
RdCE for 
Auto-Pop 
selection.

7 This parameter allows the User to select the 
Bus2IP_RdCE assigned to the RxStatus FIFO 
(required for Scatter Gather DMA operations) to use for 
the RdFIFO Auto-Pop input.

8--31 Reserved N/A Reserved

Notes: 
1. The maximum FIFO capacity is dependent upon the target FPGA family specified in the C_FAMILY parameter. Virtex™ and 

Virtex™E Packet FIFO implementations have a maximum capacity is 4096 x 64 or 262,144 bits per FIFO. Virtex™II and Virtex™II 
Pro device implementations have a maximum Packet FIFO capacity of 16384 x 64 or 1,048,576 bits.

2. The current implementation of the RdFIFO and the WrFIFO require the read port and the write port to be the same width.

Table  7:  Read Packet FIFO Dependent Properties Parameters (Continued)

Index 
Position 

within FIFO 
Parameter 

Array
FIFO 

Parameter Predefined Index Alias Description
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Table  8:  Determinate Timing Read Parameters 

Parameter Allowed Value Description

Mode 0 Determinate timing is disabled. All transfers must be completed through normal 
transfer acknowledge protocol.

1 Determinate Timing mode enabled with determinate initial response from the 
User IP. The Determinate Timing function starts immediately upon initiation of 
the Data Phase (indicated by assertion of the Bus2IP_RdReq and 
Bus2IP_RdCE. The IP2Bus_RdAck signal is ignored in this mode.

2 Determinate Timing mode enabled with indeterminate initial response from the 
User IP. The Determinate Timing function waits until the target asserts the 
IP2Bus_RdAck for at least one Bus Clock period before starting. This allows the 
target to complete any housekeeping before starting the Read operation. (This 
is useful for devices like Dynamic memory devices that may be in a refresh state 
when the IPIF read is initiated). The IP2Bus_RdAck signal is use to start the 
Determinate Timing function and is ignored for the rest of the transaction.

Latency 0 - 31 This parameter specifies the number of Bus2IP_Clk clock periods required by 
the User IP to recognize a read request and address, initiate read operation, and 
provide the first valid read data value to the IPIF IP2Bus_Data input bus. The 
timing starts differently depending on the mode. When the mode is programmed 
to 1, the determinate timing starts immediately upon the assertion of the 
Bus2IP_RdReq signal by the IPIF. When the mode is programmed to 2, the 
determinate timing starts when the User IP asserts the IP2Bus_RdAck in 
conjunction with the rising edge of the Bus Clock. 

Wait States 0 - 31 This parameter specifies the number of Bus2IP_Clk clock periods required by 
the User IP for inter-data beat read timing. This needed for things like SRAM that 
may have an address to data access time that is several Bus2IP_Clk clock 
periods. Other devices such as internal BRAM may be able to provide back to 
back data beats every clock cycle and would be programmed with 0 wait states.

C_ARD_DTIME_WRITE_ARRAY

This ARD array is defined but not yet used. All entries should be set to zeros.

C_DEV_BLK_ID

This integer parameter has a range from 0 to 255. It is used to uniquely identify a device within a User system. It has no func-
tional effect on the IPIF. It is intended to support hardware and software integration of the User’s microprocessor system by 
providing a unique and constant data value that can be read via the PLB. It’s value is echoed in the IPIF MIR. This parameter 
is only used when the C_DEV_MIR_ENABLE is set to 1.

C_DEV_MIR_ENABLE

This integer parameter has a range of 0 to 1. Setting it to 1 enables the Module Information Record (MIR) for the IPIF to be 
read via the PLB. This parameter is used only if the Reset Service is included in the IPIF.
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C_DEV_BURST_ENABLE

This integer parameter has a range of 0 to 1. A setting of 1 enables the inclusion of additional logic needed to support PLB 
fixed burst transfers and optimized cacheline transfers. This logic includes a 16x64 write data buffer and a Determinate Tim-
ing function (used for optimizing burst reads in pipelined address/data sources such as BRAM, SDRAM, DDR, etc.).

C_DEV_MAX_BURST_SIZE

This integer parameter needs to be fixed at 128. It defines the maximum number of bytes that are allowed to be transferred 
in a single burst operation and is used to size certain buses in the IPIF. Currently, this IPIF implementation only supports 
Fixed Length bursts which have a maximum size of 16 double-words (128 bytes). Therefore, this parameter is currently 
required to be set to 128. Future implementation of indeterminate burst support will use this parameter to place an upper 
bound on contiguous burst transfers.

C_DEV_BURST_PAGE SIZE

This integer parameter has a range of 128 to 232. The number specifies bytes and is provided to allow the User to optimize 
the size of the internal burst address counters. This needs to be set to the maximum memory space size (in bytes and a 
power of 2) that will be accessed via burst transfers. It is sometimes advantageous to keep the counters as small as possible 
to maximize counter Fmax and minimize resource usage. This parameter is only used if C_DEV_BURST_ENABLE is set to 
1.

C_DEV_DPHASE_TIMEOUT

This integer parameter has a range of 0 to 511. It is used to specify how many PLB clocks are allowed within the IPIF for the 
User IP or an IPIF address space to respond to a dataphase transfer request. If the time-out period is exceeded, the time-out 
logic generates the appropriate data acknowledge and error signals to keep the PLB from being stalled forever. This feature 
is useful during system integration and debug. The time-out can be defeated in two ways. If a value of 0 is entered for this 
parameter, the time-out logic is removed from the IPIF completely. Alternatively, the time-out can dynamically be suppressed 
by the User IP with the assertion of the IP2Bus_ToutSup signal during selected transfers that may have long response peri-
ods.

C_INCLUDE_DEV_ISC

This integer parameter has a range of 0 to 1 and is used only if the IPIF Interrupt Service is included. When set to 1, it spec-
ifies that a Device Interrupt Source Controller (ISC) for internal IPIF generated interrupts is required. This device ISC is used 
to collect WrFIFO and RdFIFO deadlock interrupts (an error that may occur in Packet Mode Operation), DMA/ SG interrupts, 
and the transfer Error interrupt. Additional information on the Interrupt Service in the IPIF can be found in the Xilinx Logi-
CORE™ DS-413 OPB IPIF Interrupt Product Specification.

C_INCLUDE_DEV_PENCODER

This integer parameter has a range of 0 to 1 and is used only if the IPIF Interrupt Service is included and the 
C_INCLUDE_DEV_ISC parameter is set to 1. This parameter, when set to 1, includes a priority encoder function in the 
Device Interrupt Source Controller. A priority encoder is useful in aiding the User interrupt service routine to resolve the 
source of an interrupt within a PLB device incorporating an IPIF. Additional information on the Interrupt Service in the IPIF 
can be found in the Xilinx LogiCORE™ DS-413 OPB IPIF Interrupt Product Specification.

C_IP_INTR_MODE_ARRAY

This parameter allows the User to define the number and capture type of interrupt events from the User IP to the IP ISC 
located in the IPIF Interrupt Service. This parameter is defined as an unconstrained array of integers in the range of 1 to 6. 
Xilinx has predefined constant identifiers that provide a descriptive name in place of the integer value. These identifiers are 

Discontinued IP
20 www.xilinx.com DS448 April 15, 2005
Product Specification

http://www.xilinx.com


PLB IPIF (v2.02a)
detailed in Table 9. The User must make a capture mode entry in this parameter array for each input interrupt event needed 
from the User IP to the IPIF Interrupt Service. 

There are two limits to how many IP interrupts can be specified by the User. The first and upper limit is the data bus width 
of the PLB bus which currently is 64 bits. This can be limited further if the User elects to enter a bit width less than the PLB 
bus width in the C_ARD_DWIDTH_ARRAY entry corresponding to the IPIF Interrupt Service. If the entered value is less 
than 64 (which could save FPGA resources), then the User’s IP interrupt number will be capped at that entered width value.

The number of entries in this array determines the size of the IP2Bus_IntrEvent bus which conveys the User IP interrupts to 
the IPIF. The entry position in the array corresponds directly with bit index of the IP2Bus_IntrEvent bus. That is, entry position 
0 in the array corresponds to IP2Bus_IntrEvent(0), entry position 1 in the array corresponds to IP2Bus_IntrEvent(1), and so 
on. User Application access of Device and IP Interrupt Source Controller registers is detailed in the register description sec-
tion of this document Additional interrupt processing insight can be sought in the Xilinx LogiCORE™ DS-413 OPB IPIF Inter-
rupt Product Specification.

Table  9:  Xilinx Predefined Interrupt Capture Mode Identifiers 

Category Identifier Name
Identifier 

VHDL Type
Identifier 

Value Identifier Description

Pass 
Through

INTR_PASS_THRU Integer 1 The input interrupt from the IP has no additional 
capture processing applied to it. It is 
immediately sent to the IP ISC Interrupt Enable 
gating logic.

INTR_PASS_THRU_INV Integer 2 The input interrupt from the IP is logically 
inverted but has no additional capture 
processing applied to it. The inverted interrupt 
level is immediately sent to the IP ISC Interrupt 
Enable gating logic.
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C_IP_MASTER_PRESENT

This integer parameter has a range of 0 to 1. If the User’s IP requires access to the PLB as a Master, this parameter must 
be set to a value of 1. This will cause the IPIF to include the Master Attachment Service in its implementation and the IP Mas-
ter interface signals on the IPIC will become active.

C_DMA_CHAN_TYPE_ARRAY

This parameter array applies directly to the DMA/SG Service within the IPIF. Please refer to the Xilinx LogiCORE™ DS-416 
Direct Memory Access and Scatter Gather Product Specification for a description of the service. This IPIF parameter is 

Sample 
and Hold 
Logic High

INTR_REG_EVENT Integer 3 The IP ISC Status Register will sample the IP 
Interrupt input at the rising edge of each PLB 
clock pulse. If a logic high is sampled, the bit of 
the IP Interrupt Status Register corresponding to 
the input interrupt position will stay high until the 
User Application (interrupt service routine) 
clears the interrupt.

INTR_REG_EVENT_INV Integer 4 This capture mode is the same as the 
INTR_REG_EVENT mode except that the IP 
Interrupt input is logically inverted before it 
enters the Sample and Hold logic of the IP 
Interrupt Status Register.

Registered 
Edge 
Detect

INTR_POS_EDGE_DETECT Integer 5 The IP ISC Status Register will sample the IP 
Interrupt input at the rising edge of each PLB 
clock pulse. A one PLB clock delayed sample 
will also be maintained. The new sample and the 
delayed sample will be compared. If the new 
sample is logic high and the old sample is logic 
low (a rising edge event), the IP Interrupt Status 
Register will latch and hold a logic ’1’ for the 
interrupt bit position. Once latched, the bit of the 
IP Interrupt Status Register corresponding to the 
input interrupt position will stay high until the 
User Application (interrupt service routine) 
clears the interrupt.

INTR_NEG_EDGE_DETECT Integer 6 The IP ISC Status Register will sample the IP 
Interrupt input at the rising edge of each PLB 
clock pulse. A one PLB clock delayed sample 
will also be maintained. The new sample and the 
delayed sample will be compared. If the new 
sample is logic low and the old sample is logic 
high (a falling edge event), the IP Interrupt 
Status Register will latch and hold a logic ’1’ for 
the interrupt bit position. Once latched, the bit of 
the IP Interrupt Status Register corresponding to 
the input interrupt position will stay high until the 
User Application (interrupt service routine) 
clears the interrupt.

Table  9:  Xilinx Predefined Interrupt Capture Mode Identifiers (Continued)

Category Identifier Name
Identifier 

VHDL Type
Identifier 

Value Identifier Description
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assigned to the C_DMA_CHAN_TYPE parameter of the DMA/SG Service. This parameter is only used if the DMA Service 
is activated in the IPIF via the C_ARD_ID_ARRAY.

C_DMA_LENGTH_WIDTH_ARRAY

This parameter array applies directly to the DMA/SG Service within the IPIF. Please refer to the Xilinx LogiCORE™ DS-416 
Direct Memory Access and Scatter Gather Product Specification for a description of the service. This IPIF parameter is 
assigned to the C_DMA_LENGTH_WIDTH parameter of the DMA/SG service. This parameter is only used if the DMA Ser-
vice is activated in the IPIF via the C_ARD_ID_ARRAY and a Scatter Gather channel type is specified in the 
C_DMA_CHAN_TYPE_ARRAY parameter.

C_DMA_PKT_LEN_FIFO_ADDR_ARRAY

This parameter array applies directly to the DMA/SG service within the IPIF. Please refer to the Xilinx LogiCORE™ DS-416 
Direct Memory Access and Scatter Gather Product Specification for a description of the service. This IPIF parameter is 
assigned to the C_LEN_FIFO_ADDR parameter of the DMA/SG service. This parameter is only used if the DMA Service is 
activated in the IPIF via the C_AR

D_ID_ARRAY and a Scatter Gather channel type is specified in the C_DMA_CHAN_TYPE_ARRAY parameter.

C_DMA_PKT_STAT_FIFO_ADDR_ARRAY

This parameter array applies directly to the DMA/SG service within the IPIF. Please refer to the Xilinx LogiCORE™ DS-416 
Direct Memory Access and Scatter Gather Product Specification for a description of the service. This IPIF parameter is 
assigned to the C_STAT_FIFO_ADDR parameter of the DMA/SG service. This parameter is only used if the DMA Service 
is activated in the IPIF via the C_ARD_ID_ARRAY and a Scatter Gather channel type is specified in the 
C_DMA_CHAN_TYPE_ARRAY parameter.

C_DMA_INTR_COALESCE_ARRAY]

This parameter array applies directly to the DMA/SG service within the IPIF. Please refer to the Xilinx LogiCORE™ DS-416 
Direct Memory Access and Scatter Gather Product Specification for a description of the service. This IPIF parameter is 
assigned to the C_INTR_COALESCE parameter of the DMA/SG service. This parameter is only used if the DMA Service is 
activated in the IPIF via the C_ARD_ID_ARRAY and a Scatter Gather channel type of 2 or 3 is specified in the 
C_DMA_CHAN_TYPE_ARRAY parameter.

C_DMA_ALLOW_BURST

This parameter array applies directly to the DMA/SG service within the IPIF. Please refer to the Xilinx LogiCORE™ DS-416 
Direct Memory Access and Scatter Gather Product Specification for a description of the service. This IPIF parameter is 
assigned to the C_DMA_ALLOW_BURST parameter of the DMA/SG service. This parameter is only used if the DMA Ser-
vice is activated in the IPIF via the C_ARD_ID_ARRAY.

C_DMA_PACKET_WAIT_UNIT_NS

This parameter array applies directly to the DMA/SG service within the IPIF. Please refer to the Xilinx LogiCORE™ DS-416 
Direct Memory Access and Scatter Gather Product Specification for a description of the service. This IPIF parameter is 
assigned to the C_PACKET_WAIT_UNIT_NS parameter of the DMA/SG service. This parameter is only used if the DMA 
Service is activated in the IPIF via the C_ARD_ID_ARRAY and a Scatter Gather channel type of 2 or 3 is specified in the 
C_DMA_CHAN_TYPE_ARRAY parameter.

C_PLB_MID_WIDTH

This parameter is defined as an integer and has a minimum value of 1. It is equal to log2 of the number of PLB Masters con-
nected to the PLB bus or 1, whichever is greater. It is used to size the PLB_masterID bus input from the PLB Bus to the IPIF 
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Slave Attachment. For example, if eight PLB Masters are connected to the PLB Bus, then this parameter must be set to 
log2(8) which is equal to 3. The PLB Bus PLB_masterID bus will be sized to 3 bits wide. If only one master exists, then the 
parameter needs to be set to 1.

C_PLB_NUM_MASTERS

This parameter is defined as an integer and is equal to the number of Masters connected to the PLB bus. This parameter is 
used to size the Sl_MBusy and Sl_MErr slave reply buses to the PLB. For example, if eight PLB Masters are connected to 
the PLB Bus, then this parameter must be set to 8. The Sl_MBusy bus and Sl_MErr bus will be sized to 8 bits wide each.

C_PLB_AWIDTH

This integer parameter is used by the PLB IPIF to size PLB address related components within the IPIF. This value should 
be set to 32, the current address width of the PLB.

C_PLB_DWIDTH

This integer parameter is used by the PLB IPIF to size PLB data bus related components within the IPIF. This value should 
be set to 64, the current data width of the PLB.

C_PLB_CLK_PERIOD_PS

This integer parameter specifies the period of the PLB clock in picoseconds. It is used by the DMA/SG service for timing 
functions. Please refer to the Xilinx LogiCORE™ DS-416 Direct Memory Access and Scatter Gather Product Specification 
for a description of the service.

C_IPIF_DWIDTH

This integer parameter is used by the PLB IPIF to size IPIF data bus related components within the IPIF and it’s interface to 
the User IP. This parameter is included for future IPIF optimization. It should be set equal to the PLB data bus width which 
is 64.

C_IPIF_AWIDTH

This integer parameter is used by the PLB IPIF to size internal IPIF address bus related components within the IPIF and it’s 
interface to the User IP. This parameter is included for future IPIF optimization. It should be set equal to the PLB address bus 
width which is 32.

C_FAMILY

This parameter is defined as a string. It specifies the target FPGA technology for implementation of the PLB IPIF. This 
parameter is required by the Packet FIFO designs which utilize Xilinx BRAM primitives. The size and configuration of these 
primitives can vary from one FPGA technology family to another.
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Table  10:  Xilinx Predefined Identifiers for FPGA Families 

PLB IPIF Category
Xilinx 

Identifier
Defined 

VHDL type
Assigned 

Value
Family 

Description

Unsupported by this PLB IPIF any String "any" Any FPGA 
Family

x4k String "x4k" 4K

x4ke String "x4ke" 4K-E

x4kl String "x4kl" 4K-L

x4kex String "x4kex" 4K-EX

x4kxl String "x4kxl" 4k-XL

x4kxv String "x4kxv" 4K-XV

x4kxla String "x4kxla" 4K-XLA

spartan String "spartan" Spartan

spartanxl String "spartanxl" Spartan-XL

spartan2 String "spartan2" Spartan-II

spartan2e String "spartan2e" Spartan-IIE

PLB IPIF Supported Families

spartan3 String "spartan3" Spartan-III

virtex String "virtex" Virtex

virtexe String "virtexe" Virtex-E

virtex2 String "virtex2" Virtex-II

virtex2p String "virtex2p" Virtex-II Pro

Virtex-4 String "virtex4" Virtex-4

Allowable Parameter Combinations 
See individual parameter descriptions.

PLB IPIF I/O Signals
The PLB IPIF has two major interfaces. These are the PLB Bus and the IP Interconnect (IPIC). The device also generates 
an interrupt for use by a processing element. The I/O signals for the design are listed in Table 11. The interfaces referenced 
in this table are shown in Figure 1 in the PLB IPIF block diagram.
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Table  11:   PLB IPIF I/O Signals  

Grouping Signal Name Interface I/O Description

PLB Bus 

Request 
and 
Qualifier 
Signals

P1 PLB_clk PLB Bus I PLB main bus clock. See table note 1.

P2 Reset PLB Bus I PLB main bus reset. See table note 1.

P3 PLB_ABus(0:C_PLB_AWIDTH-1) PLB Bus I See table note 1.

P4 PLB_PAValid PLB Bus I See table note 1.

P5 PLB_SAValid (2) PLB Bus I See table note 1.

P6 PLB_rdPrim (2) PLB Bus I See table note 1.

P7 PLB_wrPrim (2) PLB Bus I See table note 1.

P8 PLB_masterID(0:C_PLB_MID_WIDTH-1) PLB Bus I See table note 1.

P9 PLB_abort PLB Bus I See table note 1.

P10 PLB_busLock (2) PLB Bus I See table note 1.

P11 PLB_RNW PLB Bus I See table note 1.

P12 PLB_BE(0:[C_PLB_DWIDTH/8]-1) PLB Bus I See table note 1.

P13 PLB_MSize(0:1) PLB Bus I See table note 1.

P14 PLB_size(0:3) PLB Bus I See table note 1.

P15 PLB_type(0:2) PLB Bus I See table note 1.

P16 PLB_compress (2) PLB Bus I See table note 1.

P17 PLB_guarded (2) PLB Bus I See table note 1.

P18 PLB_ordered (2) PLB Bus I See table note 1.

P19 PLB_lockerr (2) PLB Bus I See table note 1.

P20 PLB_wrDBus(0:C_PLB_DWIDTH-1) PLB Bus I See table note 1.

P21 PLB_wrBurst PLB Bus I See table note 1.

P22 PLB_rdBurst PLB Bus I See table note 1.

P23 PLB_pendReq (2) PLB Bus I See table note 1.

P24 PLB_pendPri(0:1) (2) PLB Bus I See table note 1.

P25 PLB_reqPri(0:1) (2) PLB Bus I See table note 1.

PLB Bus

IPIF 
Slave 
Reply 
Signals

P26 Sl_addrAck PLB Bus O See table note 1.

P27 Sl_SSize(0:1) PLB Bus O See table note 1.

P28 Sl_wait PLB Bus O See table note 1.

P29 Sl_rearbitrate PLB Bus O See table note 1.

P30 Sl_wrDack PLB Bus O See table note 1.

P31 Sl_wrComp PLB Bus O See table note 1.

P32 Sl_wrBTerm PLB Bus O See table note 1.

P33 Sl_rdBus(0:C_PLB_DWIDTH-1) PLB Bus O See table note 1.

P34 Sl_rdWdAddr(0:3) PLB Bus O See table note 1.

P35 Sl_rdDAck PLB Bus O See table note 1.

P36 Sl_rdComp PLB Bus O See table note 1.

P37 Sl_rdBTerm PLB Bus O See table note 1.

P38 Sl_MBusy(0:C_PLB_NUM_MASTERS-1) PLB Bus O See table note 1.

P39 Sl_MErr(0:C_PLB_NUM_MASTERS-1) PLB Bus O See table note 1.
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PLB Bus

PLB 
Reply to 
IPIF 
Master 
Signals

P40 PLB_MAddrAck PLB Bus I See table note 1.

P41 PLB_MSSize(0:1) PLB Bus I See table note 1.

P42 PLB_MRearbitrate PLB Bus I See table note 1.

P43 PLB_MBusy PLB Bus I See table note 1.

P44 PLB_MErr PLB Bus I See table note 1.

P45 PLB_MWrDAck PLB Bus I See table note 1.

P46 PLB_MRdDBus(0:C_PLB_DWIDTH-1) PLB Bus I See table note 1.

P47 PLB_MRdWdAddr(0:3) PLB Bus I See table note 1.

P48 PLB_MRdDAck PLB Bus I See table note 1.

P49 PLB_MRdBTerm PLB Bus I See table note 1.

P50 PLB_MWrBTerm PLB Bus I See table note 1.

P51 PLB_pendReq (2) PLB Bus I See table note 1.

P52 PLB_pendPri (2) PLB Bus I See table note 1.

P53 PLB_reqPri (2) PLB Bus I See table note 1.

PLB Bus

IPIF 
Master 
Request 
Signals

P54 M_request PLB Bus O See table note 1.

P55 M_priority PLB Bus O See table note 1.

P56 M_buslock PLB Bus O See table note 1.

P57 M_RNW PLB Bus O See table note 1.

P58 M_BE(0:C_PLB_DWIDTH/8-1) PLB Bus O See table note 1.

P59 M_MSize(0:1) PLB Bus O See table note 1.

P60 M_size(0:3) PLB Bus O See table note 1.

P61 M_type(0:2) PLB Bus O See table note 1.

P62 M_compress (2) PLB Bus O See table note 1.

P63 M_guarded (2) PLB Bus O See table note 1.

P64 M_ordered (2) PLB Bus O See table note 1.

P65 M_lockErr (2) PLB Bus O See table note 1.

P66 M_abort PLB Bus O See table note 1.

P67 M_ABus(0:C_PLB_AWIDTH-1) PLB Bus O See table note 1.

P68 M_wrDBus(0:C_PLB_DWIDTH-1) PLB Bus O See table note 1.

P69 M_wrBurst PLB Bus O See table note 1.

P70 M_rdBurst PLB Bus O See table note 1.

Interrupt 
Controller

IPIF 
Device 
Interrupt 
Output

P71 IP2INTC_Irpt System 
Interrupt 

Controller

O Device interrupt output to 
microprocessor interrupt input or 
system interrupt controller. Registered 
level type, asserted active high.

Table  11:   PLB IPIF I/O Signals  (Continued)

Grouping Signal Name Interface I/O Description
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IPIC

System 
Signals

P72 IP2Bus_Clk (2) User IP I Input clock from the IP. This is currently 
not used by any IPIF services.

P73 Bus2IP_Clk User IP O IPIC clock provided to IP. This PLB_Clk

P74 Bus2IP_Reset User IP O Active high reset for use by the User IP.

P75 Bus2IP_Freeze User IP O Active high signal requesting an 
operational freeze of the User IP.

IPIC

User 
Interrupt 
Inputs

P76 IP2Bus_IntrEvent(0:C_IP_INTR_MODE_
ARRAY’length -1)

User IP I User IP interrupt signals to be captured 
in the IPIF IP ISC. The number and 
capture properties are set by the 
C_IP_INTR_MODE_ARRAY VHDL 
Generic.

Table  11:   PLB IPIF I/O Signals  (Continued)

Grouping Signal Name Interface I/O Description

Discontinued IP
28 www.xilinx.com DS448 April 15, 2005
Product Specification

http://www.xilinx.com


PLB IPIF (v2.02a)
IPIC

Slave 
Bus 
Interface

P77 IP2Bus_Data(0:C_IPIF_DWIDTH -1) User IP I Input Read Data bus from the User IP. 
Data is qualified with the assertion of 
IP2Bus_RdAck signal and the rising 
edge of the Bus2IP_Clk.

The user requires to drive the 
IP2Bus_Data to ZERO when 
Bus2IP_CS is not asserted. otherwise, 
the prior IP2Bus_Data value will be 
OR'd with the content of the registers 
they are intending to read. This will 
cause an incorrect data read.

P78 IP2Bus_WrAck User IP I Active high Write Data qualifier. Write 
data on the Bus2IP_Data Bus is 
deemed accepted by the User IP at the 
rising edge of the Bus2IP_Clk and 
IP2Bus_WrAck asserted high by the 
User IP.

P79 IP2Bus_RdAck User IP I Active high read data qualifier. Read 
data on the IP2Bus_Data Bus is 
deemed valid at the rising edge of 
Bus2IP_Clk and the assertion of the 
IP2Bus_RdAck signal by the User IP.

P80 IP2Bus_Retry (2) User IP I Active high signal indicating the User IP 
is requesting a retry of an active 
operation. This signal is currently 
unused by the PLB IPIF.

P81 IP2Bus_Error User IP I Active high signal indicating the User IP 
has encountered an error with the 
requested operation. This signal is 
asserted in conjunction with 
IP2Bus_RdAck or the IP2Bus_WrAck.

P82 IP2Bus_ToutSup User IP I Active high signal requesting 
suppression of the data phase time-out 
function in the IPIF for the active read or 
write operation.

P83 IP2Bus_PostedWrInh (2) User IP I Active high signal requesting full 
handshake transfer protocol for all write 
transactions to the User IP. This is 
generally used to slow down writes into 
a User IP FIFO if it is nearing a possible 
overrun condition.

P84 Bus2IP_Addr(0:C_IPIF_AWIDTH-1) User IP O Address bus indicating the desired 
address of the requested read or write 
operation.

Table  11:   PLB IPIF I/O Signals  (Continued)

Grouping Signal Name Interface I/O Description
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IPIC

Slave 
Bus 
Interface

(Cont.)

P85 Bus2IP_Data(0:C_IPIF_DWIDTH-1) User IP O Write data bus to the User IP. Write data 
is accepted by the IP during a write 
operation by assertion of the 
IP2Bus_WrAck signal and the rising 
edge of the Bus2IP_Clk.

P86 Bus2IP_RNW User IP O This signal indicates the sense of a 
requested operation with the User IP. 
High is a read, low is a write.

P87 Bus2IP_BE(0:(C_IPIF_DWIDTH/8)-1) User IP O Byte enable qualifiers for the requested 
read or write operation with the User IP. 
Bit 0 corresponds to Byte lane 0, Bit 1 to 
Byte lane 1, and so on.

P88 Bus2IP_Burst User IP O Active high signal indicating that the 
active read or write operation with the 
User IP is utilizing bursting protocol. 
This signal is asserted at the initiation of 
a burst transaction with the User IP and 
de-asserted at the completion of the 
second to last data beat of the burst 
data transfer.

P89 Bus2IP_WrReq User IP O Active high signal indicating the 
initiation of a write operation with the IP. 
It is asserted for 1 Bus2IP_Clk during 
single data beat transactions and 
remains high to completion on burst 
write operations.

P90 Bus2IP_RdReq User IP O Active high signal indicating the 
initiation of a read operation with the IP. 
It is asserted for 1 Bus2IP_Clk during 
single data beat transactions and 
remains high to completion on burst 
write operations.

P91 Bus2IP_CS(0:C_ARD_ID_ARRAY ’length 
- 1)

User IP O Active High chip select bus. Each bit of 
the bus corresponds to an entry in the 
C_ARD_ID_ARRAY. Assertion of a chip 
select indicates a active transaction 
request to the chip select’s target 
address space.

Table  11:   PLB IPIF I/O Signals  (Continued)

Grouping Signal Name Interface I/O Description
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IPIC

Slave 
Bus 
Interface

(Cont.)

P92 Bus2IP_CE(0: see note 3) User IP O Active high chip enable bus. Chip 
enables are assigned per the Users 
entries in the 
C_ARD_NUM_CE_ARRAY. Chip 
enables are asserted during active 
transaction requests with the target 
address space and in conjunction with 
the corresponding sub-address within 
the space.

P93 Bus2IP_RdCE(0: see note 3) User IP O Active high chip enable bus. Chip 
enables are assigned per the User’s 
entries in the 
C_ARD_NUM_CE_ARRAY. These chip 
enables are asserted only during active 
read transaction requests with the 
target address space and in conjunction 
with the corresponding sub-address 
within the space.

P94 Bus2IP_WrCE(0: see note 3) User IP O Active high chip enable bus. Chip 
enables are assigned per the Users 
entries in the 
C_ARD_NUM_CE_ARRAY. These chip 
enables are asserted only during active 
write transaction requests with the 
target address space and in conjunction 
with the corresponding sub-address 
within the space.

IPIC 

IP to 
DMA 
Support

P95 IP2DMA_RxLength_Empty User IP I Active high signal indicating that the 
User IP’s RxLength FIFO is empty (4)

P96 IP2DMA_RxStatus_Empty User IP I Active high signal indicating that the 
User IP’s RxStatus FIFO is empty (4)

P97 IP2DMA_TxLength_Full User IP I Active high signal indicating that the 
User IP’s TxLength FIFO is full (4)

P98 IP2DMA_TxStatus_Empty User IP I Active high signal indicating that the 
User IP’s TxStatus FIFO is empty (4)

Table  11:   PLB IPIF I/O Signals  (Continued)

Grouping Signal Name Interface I/O Description
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IPIC

IP Master 
Request

P99 IP2Bus_Addr(0:C_IPIF_AWIDTH-1) User IP I Address bus from the User IP used to 
convey the desired address to be output 
on the PLB Bus during IP Master read 
or write operations. The address value 
must be valid during the assertion of the 
IP2Bus_MstWrReq or 
IP2Bus_MstRdReq signal.

P100 IP2Bus_MstBE(0:(C_IPIF_DWIDTH/8) -1) User IP I Byte Enable bus from the User IP used 
to convey the desired Byte Enables to 
be output on the PLB Bus during IP 
Master single data beat read or write 
operations. The address value must be 
valid during the assertion of the 
IP2Bus_MstWrReq or 
IP2Bus_MstRdReq signal.

P101 IP2IP_Addr(0:C_IPIF_AWIDTH-1) User IP I Address bus from the User IP used to 
convey the desired address to be output 
on the IPIF Local Bus during IP Master 
read or write operations. The address 
value must be valid during the assertion 
of the IP2Bus_MstWrReq or 
IP2Bus_MstRdReq signal.

P102 IP2Bus_MstWrReq User IP I Active high signal initiating a Master 
write transaction. 

P103 IP2Bus_MstRdReq User IP I Active high signal initiating a Master 
read transaction. 

P104 IP2Bus_MstBurst User IP I Active high signal indicating that the 
corresponding Master transaction be 
completed using burst protocol. The 
current Master Attachment 
implementation requires this signal to 
be asserted whenever the value 
present on IP2Bus_MstNum is greater 
than 1.

P105 IP2Bus_MstBusLock User IP I Active high signal requesting a PLB Bus 
Lock assertion during the 
corresponding Master transaction 
request. 

P106 IP2Bus_MstNum(0: See note 5) User IP I Bus indicating the number of PLB data 
beats to complete for the corresponding 
Master transaction request. If the value 
on this bus is greater than 1, the 
transactions are always in bus data 
widths (64 bits for PLB).

Table  11:   PLB IPIF I/O Signals  (Continued)

Grouping Signal Name Interface I/O Description
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IPIC

Status 
Reply to 
IP Master 

P107 Bus2IP_MstWrAck User IP O Active high signal indicating that a write 
data beat of the requested write 
transaction will be completed at the next 
rising edge of the Bus2IP_Clk.

P108 Bus2IP_MstRdAck User IP O Active high signal indicating that a read 
data beat of the requested read 
transaction will be completed at the next 
rising edge of the Bus2IP_Clk.

P109 Bus2IP_MstRetry User IP O Active high signal indicating that the 
Master is requesting a retry on the 
active Master transaction request.

P110 Bus2IP_MstError User IP O Active high signal indicating that the 
Master has encountered an error on the 
active Master transaction request.

P111 Bus2IP_MstTimeout User IP O Active high signal indicating that the 
Master has encountered a bus time-out 
on the active Master transaction 
request.

P112 Bus2IP_MstLastAck User IP O Active high signal indicating that the last 
data beat (either read or write) of the 
requested transaction will be completed 
at the next rising edge of the 
Bus2IP_Clk.

P113 Bus2IP_IPMstTrans User IP O Active high signal indicating that the 
current read or write operation on the 
User IP’s slave port (with the IPIF) is 
being initiated by the User IP’s Master 
transaction request interface.

Table  11:   PLB IPIF I/O Signals  (Continued)

Grouping Signal Name Interface I/O Description
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IPIC 

Read 
Packet 
FIFO 
Signals

P114 IP2RFIFO_WrReq User IP I Active high signal indicating that the IP 
is attempting to write the data on the 
IP2RFIFO_Data bus to the User IP side 
of the RdFIFO. The transaction is not 
completed until the RdFIFO responds 
with an active high assertion on the 
RFIFO2IP_WrAck signal and a 
corresponding rising edge of the 
Bus2IP_Clk signal occurs. (7)

P115 IP2RFIFO_Data(0: See note 6) User IP I Write data from the User IP to the 
RdFIFO write port is transmitted on this 
bus. Data present on the bus is written 
when IP2RFIFO_WrReq is high, 
RFIFO2IP_WrAck is high, and a rising 
edge of the Bus2IP_Clk occurs. (7)

P116 IP2RFIFO_WrMark User IP I Active high signal commanding the 
RdFIFO to perform a "Mark" operation. 
(7)

P117 IP2RFIFO_WrRelease User IP I Active high signal commanding the 
RdFIFO to perform a "Release" 
operation. (7)

P118 IP2RFIFO_WrRestore User IP I Active high signal commanding the 
RdFIFO to perform a "Restore" 
operation. (7)

P119 RFIFO2IP_WrAck User IP O Active high signal indicating that the 
data write request will complete at the 
next rising edge of the Bus2IP_Clk 
signal. (7)

P120 RFIFO2IP_AlmostFull User IP O Active high signal indicating that the 
RdFIFO can accept only one more data 
write. (7)

P121 RFIFO2IP_Full User IP O Active high signal indicating that the 
RdFIFO is full and cannot accept data. 
The RFIFO2IP_WrAck signal assertion 
will be suppressed until the FIFO is no 
longer full. (7)

P122 RFIFO2IP_Vacancy(0: See note 8) User IP O Status bus indicating the available 
locations for writing in the RdFIFO. (7)

Table  11:   PLB IPIF I/O Signals  (Continued)

Grouping Signal Name Interface I/O Description
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IPIC 

Write 
Packet 
FIFO 
Signals

P123 IP2WFIFO_RdReq User IP I Active high signal indicating that the IP 
is attempting to read data from the 
WrFIFO. The transaction is not 
completed until the WrFIFO responds 
with an active high assertion on the 
WFIFO2IP_RdAck signal and a 
corresponding rising edge of the 
Bus2IP_Clk signal occurs. (7)

P124 IP2WFIFO_RdMark User IP I Active high signal commanding the 
WrFIFO to perform a "Mark" operation. 
(7)

P125 IP2WFIFO_RdRelease User IP I Active high signal commanding the 
WrFIFO to perform a "Release" 
operation. (7)

P126 IP2WFIFO_RdRestore User IP I Active high signal commanding the 
WrFIFO to perform a "Restore" 
operation. (7)

P127 WFIFO2IP_Data(0: See note 6) User IP O Read data from the WrFIFO to the User 
IP is transmitted on this bus. Data 
present on the bus is valid when 
IP2WFIFO_RdReq is high, 
WFIFO2IP_RdAck is high, and a rising 
edge of the Bus2IP_Clk occurs. (7)

P128 WFIFO2IP_RdAck User IP O Active high signal asserted in response 
to a User IP read request of the 
WrFIFO. Data on the WFIFO2IP_Data 
bus is valid for reading when this signal 
is asserted in conjunction with the rising 
edge of the Bus2IP_Clk. (7)

P129 WFIFO2IP_AlmostEmpty User IP O Active high signal indicating that the 
WrFIFO can provide only one more 
data read. (7)

P130 WFIFO2IP_Empty User IP O Active high signal indicating that the 
WrFIFO is empty and cannot provide 
data. The WFIFO2IP_RdAck signal 
assertion will be suppressed until the 
FIFO is no longer empty. (7)

P131 WFIFO2IP_Occupancy(0: See Note 8) User IP O Status bus indicating the available 
locations for reading in the WrFIFO. (7)

Table  11:   PLB IPIF I/O Signals  (Continued)

Grouping Signal Name Interface I/O Description
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Parameter - Port Dependencies
The PLB IPIF parameterization has effects on many of it’s I/O port sizes. These are indicated in the port definitions pre-
sented in Table 11. There are cases where IPIF ports are rendered unused based on parameter settings. These dependen-
cies are summarized in Table 12. Unused IPIF Input Ports need to be tied to logic ’0’.

IPIC

Aux. 
DMA 
Support 
Signals

P132 IP2Bus_DMA_Req (2) User IP I Reserved for future growth.

P133 Bus2IP_DMA_Ack (2) User IP O Reserved for future growth.

Notes: 
1. This signal’s function and timing is defined in the IBM®  64-Bit Processor Local Bus Architecture Specification Version 3.x.
2. Greyed-out signals are not used by the PLB IPIF design but are reserved for future support.
3. The size of the Bus2IP_CE, Bus2IP_RdCE, and the Bus2IP_WrCE buses is the sum of the integer values entered in the 

C_ARD_NUM_CE_ARRAY.
4. Scatter/Gather compliancy requires the User IP to include a TxLength FIFO and TxStatus FIFO for Tx DMA/SG channel interfaces 

and an Rx Length FIFO and an Rx Status FIFO for Rx DMA/SG Channel interfaces.
5. The left-most bit index of the IP2BUS_MstNum bus is equal to log2(C_DEV_MAX_BURST_SIZE/(C_PLB_DWIDTH/8)).
6. When included in the IPIF implementation, the width of the FIFO data port is set by the User via the 

C_ARD_DEPENDENT_PROPS_ARRAY. If the FIFO is not included in the implementation, the port defaults to 32 bits wide.
7. The behavior of the Read Packet FIFO and the Write Packet FIFO is discussed in the Product Specification DS415 On-Chip 

Peripheral Bus IP Interface Packet FIFO.
8. The left-most bit index of the RFIFO2IP_Vacancy and WFIFO2IP_Occupancy bus is determined by log2(FIFO Depth). The 

FIFO Depth is a separate User parameter for the RdFIFO and the WrFIFO. The depths are set in the 
C_ARD_DEPENDENT_PROPS_ARRAY.

Table  11:   PLB IPIF I/O Signals  (Continued)

Grouping Signal Name Interface I/O Description
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