Xilinx All Programmable Devices: A Superior Platform for Compute-Intensive Systems

By: Cathal Murphy and Yao Fu

Xilinx® All Programmable FPGAs and SoCs offer the most efficient, cost effective, lowest latency, design-flexible, and future-proofed compute platforms for an array of compute intensive workloads.

ABSTRACT

To keep pace with the growing demand for data processing, tomorrow's systems require a step change in compute capability. Yesterday's solutions (e.g., x86 processors) can no longer deliver the compute bandwidth required in an efficient, cost-effective manner, leaving system designers searching for a new compute platform.

FPGAs and GPUs are increasingly viewed by system designers as the compute platforms that can deliver on tomorrow's requirements.

This white paper analyzes GPUs and Xilinx FPGA and SoC devices in the context of providing the necessary compute efficiency and flexibility for this new era.
Introduction

Tomorrow's systems (e.g., Cloud Data Centers [DC] and autonomous vehicles) require a step change in compute capabilities to support an expanding set of workloads and their underlying, evolving algorithms[Ref 1]. For example, big data analytics, machine learning, vision processing, genomics, and advanced driver assistance systems (ADAS) sensor fusion workloads are all pushing compute boundaries beyond what existing systems (e.g., x86 based systems) can deliver in a cost effective and efficient manner.

System architects are searching for a new compute platform that can address these requirements. The platform needs to be flexible enough to integrate into existing infrastructure and to support the range of workloads and their evolving algorithms. Additionally, many of these systems must offer low and deterministic latency to support the fast response time required by real-time systems e.g., autonomous vehicles.

Graphics processing unit (GPU) vendors have aggressively positioned GPUs as the compute platform of choice for this new era, mainly on the back of success in high performance computing (HPC) with machine learning training. During this effort, GPU vendors have modified their architecture to target machine learning inference workloads.

However, fundamental GPU architecture limitations are continually overlooked by GPU vendors. These limitations significantly impact the GPU's ability to deliver on the necessary compute in a cost-effective and efficient manner at the system level. For example, in the cloud DC systems, demand for various workloads vary substantially throughout the day. Furthermore, the underlying algorithms of these workloads are evolving at a rapid pace. The limitations of the GPU architecture prevent many of today's workloads and tomorrow’s evolved workloads from mapping to a GPU, resulting in idle or inefficient hardware. The Limitations of GPU Architecture section of this white paper explores these limitations in more detail.

Conversely, Xilinx FPGAs and SoCs have many key attributes that make them an ideal choice to address the challenges of tomorrow’s system requirements. These unique attributes include:

- Massive compute power and efficiency for all data types
- Massive flexibility to maximize realizable compute and efficiency benefits for a large array of workloads
- I/O flexibility for easy integration into the system and higher efficiency
- Massive on-chip memory caches for increased efficiency and lowest latency

The Unique Benefits of Xilinx FPGAs and SoCs section of this white paper provides information about the benefits of Xilinx architecture, comparing and contrasting to the GPU architecture and its limitations.
GPU Origins and Target Workloads

GPUs origins are rooted in the PC era, with NVidia laying claim to the world’s first GPU in 1999, but many other graphics devices preceded it[Ref 2]. GPUs have been designed from the ground up to offload/accelerate graphics tasks, e.g., shading and transforming of pixel arrays from the CPU, resulting in an architecture that is highly parallel with high throughput[Ref 3]. In essence, the GPU’s main purpose has been to render high quality images for visual display units (VDUs).

Over the years, a small number of non-graphics but massively parallel and memory bound workloads have benefited from an implementation on a GPU rather than a CPU, e.g., medical imaging that requires large matrix math. GPU vendors recognized the opportunity to broaden the market for GPUs into non-graphics applications, leading to the development of non-graphics based programming languages for GPUs, e.g., OpenCL. These programming languages essentially turn a GPU into a general-purpose GPU (GPGPU).

Machine Learning

In more recent times, one of the workloads that has mapped well to GPU implementation is machine learning training. Leveraging GPUs has resulted in a substantial reduction in training time for deep neural networks.

GPU vendors are attempting to leverage their success in machine learning training to gain traction in machine learning inference (deployment of trained neural networks). As machine learning algorithms and the required data precisions evolve, GPU vendors have been tweaking their architectures to stay relevant. One example of tweaking is NVidia’s support of INT8 in their Tesla P4 product. However, even lower precision, such as binary and ternary, is being explored by many users today[Ref 4]. To take advantage of such advancements in machine learning and other areas, GPU users must wait and buy new hardware when or if it becomes available. As described later in this white paper, there is no need to wait or buy new hardware for users of Xilinx’s FPGAs and SoCs because of their inherent flexibility.

Machine learning is the basis of the GPU vendors’ attempts to establish themselves as the compute platform of choice for this new era of compute. But to understand a GPU’s suitability for tomorrow’s systems, a more holistic, system-level analysis needs to be performed, taking into account the many limitations of the GPU architecture as well as how system requirements evolve over time.
Limitations of GPU Architecture

This section of the white paper delves into a typical GPU architecture to uncover its limitations and how they apply to various algorithms and workloads.

Arrays of SIMT ALUs

Figure 1 shows a typical block diagram for a GPU. At the heart of a general-purpose GPU’s compute are large arrays of arithmetic logic units (ALUs) or cores. These ALUs are generally considered to be single instruction multiple thread (SIMT), which is similar to single instruction multiple data (SIMD).
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Figure 1: GPU Block Diagram

The basic principle is that workloads are broken up into thousands of parallel threads. A very large number of GPU threads are required to prevent ALUs from lying idle. These threads are then scheduled so that groups of ALUs are performing the same (single) instruction in parallel. Leveraging SIMT allows GPU vendors to realize area and power-efficient implementation relative to a CPU, because much of a core’s resources can be shared with other cores in the same group.

However, it is clear that only certain workloads (or parts of a workload) can be mapped efficiently onto this massively parallel architecture[Ref 5]. If enough commonality or parallelism is not found among the threads that make up a workload (e.g., sequential or moderately parallel workloads), ALUs lie idle, resulting in reduced compute efficiency. In addition, threads that make up a workload are scheduled to maximize ALU utilization, introducing additional latency. Even with features such as independent thread scheduling, found in NVidia’s Volta architecture, the underlying architecture remains SIMT, as does the need for massively parallel workloads.

For sequential, moderately parallel, or sparse workloads, the compute and efficiency offered by the GPU can even be lower than that offered by a CPU[Ref 6]. One quantitative example of this is in sparse matrix math implementations on a GPU; for a smaller number of non-zero elements, a GPU is below or on par with a CPU from a performance and efficiency perspective[Ref 7][Ref 8]. Interestingly, many researchers are investigating sparse convolution neural networks as a means to exploit the massive redundancy in many convolution neural networks[Ref 9]. This trend clearly
represents challenges for GPUs in machine-learning inference. Sparse matrix math is also a key element in big data analytics.[Ref 10]

Most workloads that contain massive amounts of parallel compute tasking also contain some sequential or moderately parallel elements, meaning a hybrid GPU-CPU system is required to meet system performance requirements[Ref 11]. Clearly, the need for a high-end CPU impacts the efficiency and cost-effectiveness of the platform, and the required communication between the CPU and GPU adds a potential bottleneck to the system.

One additional limitation of the SIMT/GPU architecture is that the ALU’s functionality is governed by its fixed instruction set and data type support.

**Discrete Data-Type Precision Support**

System designers are exploring reduced-data-type precision as one of the means to deliver a step change in compute efficiency—without a significant loss of accuracy[Ref 12][Ref 13][Ref 14]. Machine learning inference is leading the charge to reduced precision, going first to FP16 followed by INT16 and INT8. Researchers are exploring further down the precision curve today, even as far as binary[Ref 4][Ref 15].

GPU ALUs typically offer native support for single-precision floating point (FP32) and, on occasion, double-precision floating point (FP64). FP32 has been the precision of choice for graphics workloads, while FP64 is often selected for some HPC applications. Precision below FP32 is not typically supported efficiently in a GPU. Therefore, moving to reduced precision on a standard GPU has little benefit other than reducing the required memory bandwidth.

GPUs typically offer some binary operation capability, but typically only 32 bitwise operations per ALU. That is a lot of complexity and area for a 32 binary operation. In the context of binarized neural networks, the algorithm requires an XNOR operation followed by a population count. NVidia GPUs are only capable of a population count operation every four cycles, which massively impacts the available binary compute[Ref 18].

As shown in Figure 2, in an effort to keep pace with developments in the machine learning inference space, GPU vendors have been making the necessary silicon changes to support a limited set of reduced precision data types, e.g., FP16 and INT8. For example, the NVidia GPUs on Tesla P4 and P40 cards support INT8, providing four INT8 operations per ALU/Cuda core.
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However, machine-learning inference benchmarks published by NVidia for GoogLeNet v1 inference on Tesla P40 show only a 3X improvement in efficiency for INT8 implementation vs. a FP32 implementation, illustrating the underlining challenges with squeezing reduced precision support into the GPU architecture and achieving efficient results[Ref 16].

As machine learning and other workloads move to lower and custom precisions, GPU vendors need to bring more new products to the market, and their existing users need to upgrade their platform to benefit from any advances in this space.

**SW-Defined Datapath via Rigid Memory Hierarchy**

Similar to a CPU, data flow in a GPU is defined by software and is governed by the GPU’s rigid and complex memory hierarchy[Ref 17]. A typical GPU memory hierarchy is illustrated in Figure 3. Individual threads have their own memory space in the register file to store variables local to the thread. A small number of threads (in the same block) can communicate via shared memory; all threads can communicate via global or off-chip memory[Ref 18].

As noted in Figure 3, the energy and latency associated with memory access increases by over 100X and 80X respectively, as data traverses the memory hierarchy from the register file to global memory[Ref 15][Ref 17][Ref 19]. In addition, memory conflicts are inevitable, increasing latency and causing ALUs to lie idle, resulting in lost compute and efficiency.

Therefore, if the compute and efficiency potential of the GPU is to be realized, a workload’s data flow must map precisely to the GPU memory hierarchy. In reality, very few workloads have sufficient data locality patterns to enable efficient mapping to GPUs. For such workloads, the realizable compute and efficiency are substantially reduced, and the latency of the solution is increased when implemented on a GPU[Ref 19][Ref 20].
One clear quantifiable example of this data flow limitation is in machine learning inference. GPUs must batch heavily, e.g., by 128, to realize an efficient but higher latency solution. Ultimately, batching localizes the machine learning processing at the expense of latency [Ref 21]. This effect can clearly be seen in NVidia P40 benchmarks for GoogLeNet v1 inference. For GoogLeNet v1, the network is compute bound due to the P40 memory bandwidth, therefore, the memory bandwidth reduction associated with batching does not help much. However, the P40 clearly needs to batch by 128 to realize even 50% of the theoretical performance of the GPU, introducing massive latency into the system [Ref 16].

In some cases, data can be pre-processed by a CPU to assist the workload to map better to the GPU SIMT architecture and memory hierarchy—but at the cost of more CPU compute and power, eroding any benefits of the GPU [Ref 7].

### Limited I/O Options

As described in the GPU Origins and Target Workloads section, GPUs have been designed as co-processors. To facilitate communication with the host, GPUs have traditionally had a hard PCIe® interface as well as some number of off-chip DRAM interfaces (e.g., GDDR5) only. In recent generations, some GPUs have adopted hard interfaces to enable GPU to GPU communication. A CPU is still required to interface with the network and allocate jobs to the GPU, adding additional power to the system and introducing a bottleneck because of the limited bandwidth available via PCIe. For example, NVidia’s Tesla P40 supports PCIe 3.0 x16, giving it only 16GB/s of bandwidth.

GPU vendors have started to build small SoCs, e.g., NVidia Tegra X1, that offer integrated GPU compute, an ARM® processor, and some common automotive peripherals such as HDMI, MIPI, SIP, CAN, and basic Ethernet. These devices, however, only have a small quantity of compute, so they must rely on additional discrete GPUs to achieve the necessary compute. However, the interface to the discrete GPUs is extremely limited, e.g., Tegra X1 supports only PCIe 2.0 x4, resulting in a massive bottleneck. The power dissipation of the additional SoC further erodes the efficiency of the platform.

### On-Chip Memory Resources

In addition to the negative impact from a latency, efficiency, and throughput perspective, off-chip memory supplies substantially lower bandwidth relative to the local/on-chip memory. Therefore, if a workload relies on off-chip memory, the memory bandwidth of the off-chip memory becomes a bottleneck and the compute resources lie idle, decreasing compute and efficiency offered by the GPU.

Therefore, it is advantageous to have large on-chip, low latency, and high bandwidth memory. Using machine learning inference again as an example, GoogLeNet requires a total memory footprint of 27.2MB for weights, assuming FP32 implementation, which no GPU can offer—meaning off-chip memory is needed [Ref 22]. In many cases, expensive high bandwidth memory (HBM) and batching is required to prevent cores lying idle. If devices with larger on-chip memories are chosen, the cost of HBM is removed together with the additional latency and power.
Power Envelope

GPU vendors typically design their cards and GPUs to fit into a 250W power envelope, relying on active thermal management to regulate temperature. In tackling the machine learning inference market, NVidia has built devices that fit within the 75W power envelope, e.g., Tesla M4 and P4. Even 75W can be well outside the allowable power and thermal envelope allowed at the system level. GPU absolute power consumption continues to represent a challenge to wide adoption of GPUs.

Functional Safety

GPU origins are in the consumer graphics and high-performance compute space where functional safety is not a requirement. As GPU vendors begin to target ADAS applications, functional safety is becoming a priority and a requirement. Devices need to be designed from the ground up to ensure they can achieve the required level of functional safety certification required to be considered in these ADAS applications. This is a long and involved learning curve for GPU vendors, requiring new tools and devices.

Origins of Xilinx FPGAs

In 1984, Xilinx invented the field programmable gate array (FPGA), enabling its users to program (and re-program) a nearly unlimited number of functions in a single device. Previously, system designers realized these functions with many generic discrete logic components or by building costly ASICs[Ref 23].

More than thirty years on, flexibility and programmability are still the pillars of Xilinx's All Programmable FPGAs and SoCs. Xilinx delivers programmable platforms that address the core needs of several end applications in the wired and wireless communication, cloud computing, medical, automotive, industrial, and aerospace and defense markets. All of these applications require significant compute, and many have very strict real-time requirements such as industrial automation and ADAS.

Traditionally, one of the challenges associated with using FPGAs has been the need to program them using a hardware description language (HDL), such as Verilog or VHDL. Recently, Xilinx developed SDSoc™ and SDAccel™ tools to unlock the many benefits of programmable devices to a wider range of users, e.g., software developers and system architects[Ref 24], and built additional acceleration stacks to speed up the system designer’s efforts to realize the benefits of Xilinx devices[Ref 25].
Unique Benefits of Xilinx FPGAs and SoCs

Raw Compute Power

Contrary to the claims made by GPU advocates, a single Xilinx device delivers massive raw compute power, e.g., 38.3 INT8 TOP/s in a Virtex® UltraScale+™ XCVU13P FPGA. A state of the art NVidia Tesla P40 card offers a similar 40 INT8 TOP/s of raw compute power when running at its base frequency, but at more than 2X the power of the Xilinx based solution[Ref 26]. And the flexibility and on-chip memory found on Xilinx devices results in significantly higher compute capability for many workloads and applications (see Flexibility in All Programmable Devices and On-Chip Memory Resources).

In addition, the flexibility provided by Xilinx devices means that the full range of data type precisions—e.g., FP32, INT8, binary, and custom[Ref 27]—can be supported. For example, for binarized neural networks, Xilinx can deliver a staggering 500TOPs/s of binarized compute (assuming 2.5 LUTs per operation), equating to 25X more than a GPU is typically capable of. While some precisions map best to the DSP resources, others are best suited to the implementation in programmable logic, while others use a combination. This flexibility ensures that the device’s compute and efficiency scales as precision is reduced, all the way down to binary operations.

A great deal of research in the machine learning space targets the optimum precision from a compute, accuracy, and efficiency perspective[Ref 28][Ref 29][Ref 30][Ref 31][Ref 32]. Regardless of where the optimum is for a given workload, Xilinx devices’ compute power and efficiency scale, giving the full benefit of the move to reduced precision.

For a number of years, many users of FPGAs have implemented systolic array processing designs to achieve optimum performance for a number of workloads, including machine learning inference [Ref 33][Ref 34]. To ensure Xilinx FPGA and SoC users maximize the realizable compute and efficiency for such workloads on existing Xilinx devices, Xilinx has several resources available. These resources include INT8 optimization and the coupling of the DSP arrays to the most efficient memory hierarchy of block RAM and UltraRAM[Ref 27]. More information on these resources is available from your local Xilinx sales representative.

Interestingly, to improve the available compute and efficiency for today’s deep learning workloads, NVidia has hardened similar functionality in the form of their Tensor Cores found in the Volta architecture. However, deep learning workloads evolve over time, so the Tensor Core architecture will likely need to change and GPU users will need to wait and then buy new GPU hardware.

Efficiency and Power

From a system level perspective, a compute platform must deliver the maximum compute for a given power or thermal envelope. To address this need, compute platforms need to:

- Fall within the allowable power envelope
- Maximize the realizable compute within that power budget

Xilinx offers a broad portfolio of All Programmable devices, enabling the user to choose the devices that map best to the power and thermal envelope available. In addition, Xilinx’s UltraScale+ devices have a low voltage mode ($V_{LOW}$), enabling 30% lower power and 20% higher efficiency.
As shown in Table 1, Xilinx devices offer the most efficient general-purpose compute platform from a raw compute perspective for fixed precision data types. This is primarily due to the lower overhead associated with processing in Xilinx FPGA-based architecture. For example, GPUs require additional complexity around their compute resources to facilitate software programmability. For tensor operations for today’s deep learning workloads, NVIDIA’s Tesla V100, offers comparable efficiency to Xilinx FPGA and SoCs because of their hardened Tensor Cores. However, deep learning workloads are evolving at a rapid pace, so it is unclear how long NVIDIA’s Tensor Cores will remain efficient for deep learning workloads. Clearly, the NVIDIA V100 is also challenged from an efficiency perspective for other general-purpose workloads.

**Table 1: Device Efficiency Assuming 90% Device Utilization and 80% Active Clock Cycles**

<table>
<thead>
<tr>
<th>Device</th>
<th>General Purpose Compute Efficiency</th>
<th>Tensor Operations Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>NVIDIA Tesla P4</td>
<td>209 GOP/s/W (INT8)</td>
<td></td>
</tr>
<tr>
<td>NVIDIA Tesla P40</td>
<td>188 GOP/s/W (INT8)</td>
<td></td>
</tr>
<tr>
<td>NVIDIA Tesla V100</td>
<td>72 GFLOP/s/W (FP16)</td>
<td>288 GFLOP/s/W (FP16)</td>
</tr>
<tr>
<td>Intel Stratix 10</td>
<td>136 GOP/s/W (INT8)</td>
<td></td>
</tr>
<tr>
<td>Xilinx Virtex® UltraScale+™</td>
<td>277 GOP/s/W (INT8) [Ref 27]</td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**
1. The numbers quoted are for comparison purposes only. Realizable device efficiency depends on the end application and the user.
2. Giga operations per second per watt of power consumed.
3. Giga floating point operations per second per watt of power consumed.

Because of the limitations highlighted earlier in this white paper, GPUs struggle to achieve anywhere near the numbers shown in Table 1 for real workloads and systems.

The flexibility and other benefits of Xilinx devices, coupled with Xilinx’s new software development stack, ensure that Xilinx based solutions realize much higher efficiency for a massive array of end applications and workloads.

**Flexibility in All Programmable Devices**

Xilinx devices are carefully crafted to deliver the compute, efficiency, costs, and flexibility needs of a large array of high-performance end systems. Xilinx achieves this balance through a mix of hardware programmable resources (e.g., logic, routing, and I/O) and flexible, independent, integrated core blocks (e.g., DSP slices and UltraRAM), all built on leading edge process technology, such as TSMC’s 16nm FinFET process technology.

The hardware programmability and flexibility of Xilinx devices mean that the underlying hardware can be configured to address the needs of a given workload. Later, even during run time, the datapath can easily be reconfigured using partial reconfiguration [Ref 35]. Figure 4 attempts to capture some of the flexibility offered by Xilinx All Programmable devices, but the true flexibility offered by Xilinx devices cannot be captured in a single figure. Kernels (or user design elements) can interface directly to programmable I/O, any other kernels, LUTRAM, block RAM, and UltraRAM, external memory etc.
The unique hardware programmability of Xilinx devices means they are free from certain restrictions, such as SIMT or a fixed datapath. Whether massively parallel, moderately parallel, pipelined sequential, or a mix, the compute and efficiency of Xilinx devices is accessible. In addition, if the underlying algorithms change (e.g., developments in machine learning networks), the platform can adapt.

The benefit of the flexibility of Xilinx devices can be seen in many systems and workloads. One such workload is machine learning inference. One of the trends in machine learning inference is a move towards sparse networks. Users of Xilinx devices are already taking advantage of these trends. NVidia itself has been one of these users. In a recent paper on speech recognition co-authored by NVidia, the use of Xilinx FPGAs resulted in a 43X speed-up and a 40X efficiency improvement relative to a CPU, and a 3X speed-up and an 11.5X efficiency improvement relative to an NVidia GPU[Ref 36]. The programmable datapath also reduces the need to batch with Xilinx FPGAs. Batching is a significant determiner of latency vs. real-time performance of the system.

From a big data perspective, the flexibility of Xilinx devices has also shown clear benefits. Xilinx FPGAs have been shown to be highly efficient and fast for SQL workloads, including those with complex data, e.g., variable length strings. Baidu has shown speed-ups of over 25X using a Xilinx Kintex® UltraScale™ KU115 device-based card. The card consumes only 50W, making Baidu’s solution 4X more efficient relative to a GPU implementation[Ref 37]. Similarly, for text and pattern-matching workloads, studies have shown that Xilinx-based RegEx implementation is 14.5–18X faster than CPU implementations, and close to 3X faster than GPU implementations[Ref 38][Ref 39].

Genomic analysis is yet another tangible example. GPUs have been leveraged by some to help speed up genomic analysis, demonstrating a 6X–10X speed-up vs. an Intel Xeon CPU implementation[Ref 40]. However, Xilinx FPGAs have demonstrated much higher speed-ups, over 80X versus equivalent CPUs[Ref 41].

The flexibility of Xilinx devices also makes them an ideal element for Cloud service providers as part of their compute platform as a service. Large varieties of software as a service can reap the benefits of Xilinx devices.
Finally, for automotive systems designers striving for autonomous driving, the flexibility of Xilinx devices provides a scalable platform that can be used to address the various SAE levels, in the journey to full autonomy. For more information on SAE levels, go to SAE's website. Xilinx devices can efficiently process the sensor data coming from a variety of sources, e.g., radar, camera, and ultrasound, while maintaining the real-time/latency targets of the system.

Any-to-Any I/O Flexibility

In addition to the flexibility of the device’s compute resources, Xilinx's any-to-any I/O flexibility ensures that its devices can integrate seamlessly into existing infrastructure, e.g., to connect directly to network or storage devices without the need for a host CPU[Ref 42]. The I/O flexibility also allows the platform to adapt to any changes or updates to the infrastructure.

Further details on the Xilinx UltraScale architecture-based devices are available in Xilinx’s large and growing library of white papers.

On-Chip Memory

As shown in Table 2, Xilinx devices offer an industry-leading 500Mb of flexible high-bandwidth, low-latency on-chip memory[Ref 44]. This massive on-chip memory cache means that much of a workload memory requirement is delivered with on-chip memory, reducing memory bottlenecks associated with external memory access, as well as the power and cost of a high memory bandwidth solution, e.g., HBM2. For example, the coefficients/feature maps for most deep learning network topologies, e.g., GoogLeNet, can be stored in on-chip memory, increasing compute efficiency and decreasing cost.

Table 2: Device On-chip Memory Size

<table>
<thead>
<tr>
<th>Device</th>
<th>On-Chip Memory (Mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NVidia Tesla P4</td>
<td>80</td>
</tr>
<tr>
<td>NVidia Tesla P40</td>
<td>101</td>
</tr>
<tr>
<td>NVidia Tesla P100</td>
<td>144</td>
</tr>
<tr>
<td>NVidia Tesla V100</td>
<td>300</td>
</tr>
<tr>
<td>Intel Stratix 10</td>
<td>244</td>
</tr>
<tr>
<td>Xilinx Virtex® UltraScale+</td>
<td>500</td>
</tr>
</tbody>
</table>

Staying on-chip eliminates the massive latency associated with off-chip memory access, maximizing the real-time performance of the system.
**In-package HBM**

Where additional high-bandwidth memory is required, Xilinx offers HBM in some Virtex UltraScale+ devices. In addition to the 460GB/s of memory bandwidth associated with the in-package HBM stacks, the Xilinx HBM memory controllers add additional flexibility to help efficiently map workloads to the device and available memory bandwidth, maximizing efficiency and compute efficiency.

**Functional Safety**

Xilinx has a long history of addressing the needs of safety-critical applications, such as industrial automation and, more recently, ADAS. Xilinx tools and devices have been designed from the ground up to support functional safety applications, achieving the appropriate certification level[Ref 45].

As a result, Zynq®-7000 All Programmable SoCs are in production for safety-critical application ADAS applications at a number of automotive manufacturers. Zynq UltraScale+ MPSoCs further extend support for functional safety-critical applications.

**Conclusion**

System designers are faced with a difficult choice in this new era of computing. Xilinx FPGAs and SoCs offer the lowest risk for system designers to address the core requirements and challenges of tomorrow’s systems, while offering the flexibility to ensure the platform remains relevant into the future.

In the context of deep learning, the parallelism inherent in the DSP architecture in UltraScale architecture enhances convolution and matrix multiplication throughput for neural networks with a scalable performance of INT8 vector dot products. This delivers lower latency for deep learning inference. Fast DSP array coupled with the most efficient memory hierarchy of block RAM, and UltraRAM memory arrays deliver best in class power efficiency.

The many benefits of Xilinx devices can be explored today using development kits available on [https://www.xilinx.com/products/boards-and-kits.html](https://www.xilinx.com/products/boards-and-kits.html) and the many design entry tools, such as HLS, SDSoC, and SDAccel tools.
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